
Windows Intel Server Build Criteria
Objective

To deliver stable servers, an audit ready environment, and to provide for formal communication of the transition process to all interested parties.

Process Steps
Engagement/Transition team completes the attached checklist (sections 1-3) in soft copy for all servers being turned over to the RS U/I server management team for run support (one checklist per group of servers, as defined in the communication method in step 1).

Intel Build Transition Checklist:
	Section/Task
	
	Comments

	1. Tools
	
	

	1.1. Tivoli
	   X
	

	1.1.1. Mandatory agent install
	   X
	

	1.1.2. Alert communication flows setup
	   X
	

	1.2. Remotely Anywhere
	   X
	

	1.2.1. Mandatory package installed
	   X
	

	1.2.2. SSH and secure key authentication configured
	   X
	

	1.3. Tivoli Storage Management
	   X
	

	1.3.1. Mandatory package installed
	   X
	

	1.3.2. Scheduler Configured for Daily, Weekly, Monthly
	   X 
	

	       1.9. Anti-Virus
	   X
	

	1.9.1     Mandatory Client package installed
	   X
	

	1.9.2     Verify communication to SEP server
	   X
	

	2. Hardware Inventory
	
	

	2.1. Verify server location codes.
	   X
	

	2.2. Verify hands/eyes contacts.
	   X
	

	2.3. Verify hardware/software maintenance contracts.
	   X
	

	2.4. Verify servers, racks and cabling labeled.
	   X
	

	2.5. Verify current configuration (in use) Physical versus Virtualized node
	   X   
	

	2.5.1. Indicate number of CPU’s in comments.
	   X
	2  -   3.20ghz

	2.5.2. Indicate amount of memory in comments.
	    X
	8gb

	2.5.3. Indicate number of each adapter type in comments.
	   X
	2 Virtual Nics

	2.5.4. Verify additional connections as phone lines, modems, etc…
	   X
	None

	3. Operating System Best Practice Review
	
	

	3.1. Verify 32/64-bit OS
	   X
	32 / 64 bit OS Windows 2016 / 2019 standard

	3.2. Review Event Logs: 
	   X
	

	3.2.1. application log
	   X
	

	3.2.2. security log
	   X
	

	3.2.3. system log
	   X
	

	3.2.4. directory service
	   X
	

	3.2.5. dns server
	   X
	

	3.2.6. wins server
	  n/a
	

	3.2.7. file replication service 
	  n/a
	

	3.3. Review available disk space
	   X
	

	3.4. Review OS patch levels are latest stable level
	   X
	

	3.5. Check hardware microcode levels for all hardware.
	    X
	

	3.5.1. Verify adapter microcode at latest stable levels.
	   X
	

	3.5.2. Verify frame microcode at latest stable level (if empty frame).
	   X
	

	3.6. Verify remote access to server
	   X
	

	3.6.1. Verify Terminal services access
	   X
	

	3.6.2. Verify Remote Control access to console via application or KVM solution.
	   X
	

	3.7. Review administrators and user group entries.
	   X
	

	3.7.1. Verify guest account is disabled.
	   X
	

	3.7.2. Verify Administrator account is renamed.
	   X
	

	3.7.3. Verify Remote Desktop Users group is locked down. 
	   X
	

	3.8. Verify dump file location
	   X
	

	3.9. Verify pagefile size and location
	   X
	

	3.10. Verify network (ref. build sheet):
	   X
	

	3.10.1. Ethernet speed (set to auto-neg only for GigE)
	   X
	

	3.10.2. Verify etherchannel configured for adapter redundancy, if applicable.
	  N/A
	

	3.10.3. Verify lmhosts configuration.
	   X
	

	3.10.4. Verify correct hostname.
	   X
	

	3.10.5. Verify DNS (if applicable):
	   X
	

	3.10.5.1.1. By hostname
	   X
	

	3.10.5.1.2. By customer defined name
	   X
	

	3.10.5.1.3. Reverse lookup
	   X
	

	3.10.5.1.4. DNS suffix entries
	   X
	

	3.10.5.1.5. DNS connection address registration
	   X
	

	3.10.6. Verify WINS (if applicable)
	  N/A
	

	3.10.7. Verify static routes (check DNS for hidden/duplicate routes)
	  N/A
	

	3.10.8. Verify basic connectivity via ping to gateway and other subnet servers.
	   X
	

	3.10.9. Test etherchannel failover, if applicable.
	  N/A
	

	3.11. Verify current SDD version for FC adapter
	  N/A
	

	3.12. Verify NTP client configured and operational.
	   X
	

	3.13. Verify non-essential TCP/IP services are disabled.
	   X
	

	3.14. Check NAS for dual paths and dead paths, if applicable.
	   X
	

	3.14.1. Ensure all LUNs are writable.
	N/A
	

	3.15. Verify back-ups are running successfully.
	    X
	

	3.16. Verify all required middleware installed and patched per build sheet.
	   X
	

	3.17. Verify HACMP installed and patched, if applicable per build sheet.
	  N/A
	

	3.17.1. Verify PVID match on HACMP clusters for SAN zoning integrity.
	  N/A
	

	3.18. Verify rsync installed and patched, if applicable.
	  N/A
	

	4. Account Focal Preparation 
	
	

	4.1. Obtain raised floor access for appropriate team members.
	N/A
	

	4.2. Obtain user ids and root password on servers for all RS U&I team members.
	   X
	

	4.3. Identify KVM and obtain admin password.
	   X
	

	4.4. Verify admin access for all team members (via privileged group).
	   X
	

	4.5. Document and configure proxy access method.
	  N/A
	

	4.6. Obtain “onsite” support for off-site server hardware, if applicable.
	X
	

	4.7. Change admin password
	    X
	

	4.8. Update CM status to reflect steady state status
	   X
	

	4.9. Notify PM of completion
	   X
	



