Data Center Cabling Installation Standards

General standards
1) Backbone and Inter Building Cabling

2) Where a cable run exceeds 90 meters, Optical fibre cable must be used.  This should only occur as backbone cabling between racks.  (Horizontal cabling runs must not exceed 90 meters.)

3) Where cables are run between racks tying back to different electrical grounds Optical fibre cable must be used.

4) As a general rule Optical fibre cable must be used between buildings.  
5) The use of Multi Mode or Single Mode fibre will depend on the distance and the cable runs application.  Each case needs to be considered separately.  
Note:

As a rule of thumb over 250 Meters Single Mode should be considered.

All Optical Fibre Cabling Between building must be Indoor /Outdoor Rated Distribution style Cable.

1) On green field sites OM3 - 50 micron cable is preferred.

2) Where there is a presence of OM1 - 62.5 micron fibre OM1 fibre is the preferred option to avoid patching issues.  

3) Where copper is used as backbone cable at least two Cat 6 cables must be used.  It is recommended that enough copper backbone cables are provisioned to allow each switch to connect directly over the backbone.  (This avoids the need to cascade switches enhancing overall throughput.)

4) Patch Panels, Fibre Enclosures and Cable Management

5) The maximum density to be used is 24 ports per 1 RU.

6) 24 port Modular Flat patch panels are to be used.  Modular patch panels are used to take a variety of colored jacks.

Note: 
Black modular Cat 6 jacks to be used at Patch Panels, White modular Cat 6 jacks at Field Outlets. 

1) Green modular Cat 5 or Cat 6 jacks are to be used for Telephone Tie Cables

2) Red modular Cat 6 Jacks shall be used to Terminate Cat 6 Copper Back bone Cables

3) Modular Optical Fibre Panels are to be used for fibre with sockets clearly color coded (OM1, OM3 or OS1).  OM1 – Beige; OM3 – Aqua; OS1 – Dark Blue.   Modular Optical Fibre Panels must be used to enable variety of fittings to be fitted to one panel.

4) The connector type for Optical Fibre will be:  ST for OM1; SC for OS1 and LC for OM3. 

5) Sockets must be clearly labeled to indicate the remote end Rack, RU, and Socket.

6) 1RU horizontal cable managers are to be used.

Horizontal Cabling

1) A minimum of Cat 6 cable is to be used in all new installations and major redevelopments.  The only exception is to minor upgrades into existing Cat 5e patch panel strips.  

2) Cat 6 Installation Notes

3) Plastic cable ties must not be used under any circumstances.

4) Cables must be loosely bundled and laid in a random manner.

5) Bundles must not exceed 24 x 8 core cables.

6) Bundles must be fixed using a minimum of 6 mm Velcro tapes no more than 350 mm apart for the entire length of the cable run. (Cable trays accepted).  

7) Permanent Link (Fixed) cable runs must not exceed 90 meters.  NB. The twist in the cable pairs may make the cable up to 4% longer than the sheath measurements this must be included in the 90 meters.

8) Channel Length (Permanent Link + Patch Lead + Patch Lead) must not exceed 100 Meters.   NB. The twist in the cable pairs may make the cable up to 4% longer than the sheath measurements this must be included in the 100 meters.

Testing and test results

1) All cabling must be tested in accordance with AS/NZS 61935.1 LR Permanent Link and certified using approved test equipment. 

2) All cabling test results must be presented as delivered by the testing device in an electronic pdf format.

Copper Patch Cables

1) All copper patch cables be tested to comply with:

2) AS/NZS IEC 61935.2:2006 - Testing of balanced communication cabling in accordance with ISO/IEC 11801 - Patch cords and work area cords.

Wall Outlets

It is recommended that double wall outlets be installed by default.  This provides the flexibility required in many school environments for future devices, for a level of redundancy in the event of a cabling failure.  For Wireless Access Points a single outlet mounted on the ceiling is recommended.  In office or staff room situations triple outlets should be installed.  It is far better to over provision wall outlets rather than to under provision.

Wall Outlet numbering:

· The wall outlet numbering will be

· Rack Name

· Rack Unit Number

· Patch Panel Socket number
· e.g. Rack “A” Rack Unit (RU) “27” Socket 7 will be labeled as A-27-7.  

Note:

Rack Units are usually designated from the bottom of a rack up.  However some racks have numbering already from the top down.  It is fine to use the existing numbering.  Where no numbering exists racks should be clearly numbered from the bottom up.

Numbering shall be sequential and indicated on the “As Constructed” drawings.  Drawings are to be provided in hard copy and electronic format.

Racks, Cabinets and Enclosures

Overview

1) Communications cabinets and/or enclosures have a requirement to house racks that comprise patch panels, cable management, switching equipment, power.  Racks and/or cabinets/enclosures may also be required to house equipment including but not limited to servers, VOIP Switches, power supplies and UPS systems.  It is therefore vital the rack, cabinets and enclosures are designed with this functionality in mind.

2) Wall outlets, telephone tie cables and the like all terminate on patch panels mounted on the front rail of the rack.  Switches are also mounted on the front rail of the rack.  Patching of end devices including but not limited to end devices such as phones, PC’s, printers, scanners, fax machines. CCTV devices, WAP’s, other switches, servers, various alarms and security device may take place between switches and patch panels or patch panel to patch panel within the rack.

3) Typically a patch cable is some 1.5 to 3 meters in length and will go from a switch port through cable management to a socket that leads to a wall outlet.  A patch cable carries data and or power using POE to the end device.  Note that in any cable carrying current there will be some heat transfer.  Therefore, the more cables in a confined area the more heat generated.

4) Typically a Cat 6 cable has a diameter of 8mm and the standards call for a bend radius of not less than 32mm.  Given the amount of outlets racks and therefore cabinets may be required to house 100’s of cables it is vital to allow room for cable management.

Cooling and airflow requirements

· Switches housed in racks will most likely have cooling fans, some switches particularly those with POE generate quite an amount of heat.  The use of switches with POE is increasing as the growth of devices that can be powered by POE increases.  Devices that can be powered by POE includes but is not limited to CCTV Cameras, Phones, WAP’s, some switches and the standards are coming out for devices such as tablet computers et al. There must be enough room in the cabinet/enclosure to allow good airflow.  

· Where servers are housed in a cabinet a fan for cooling and/or heat extraction also needs to be considered.  Similarly where a rack is mounted in a small room airflow and cooling must be considered.

Positioning of enclosures/cabinets and racks

· IT staff need to access the equipment housed in the racks.  Cabinets, enclosures and racks should be designed with a high degree of safety being a major consideration.   The safety is for both staff accessing the rack and the equipment housed in a rack.

· For example, racks mounted above head height require ladders or similar to gain access thus making them less safe than a rack within easy reach. Racks mounted too low or in confined places can become difficult to access and cause injuries.  Racks mounted in areas storing chemicals such as cleaning equipment can be hazardous to both staff and equipment.
· The weight of cables and equipment can become very high.  For example Cat 6 cable is approximately 20 Kilograms per 300 meters.  It is not unusual for each cable terminated in a rack to be 1 – 2 meters (assuming the weight of most of the cable in on correctly mounted cable ladder and not bourne by the rack).  Patch leads have an average of 2 meters length (being bourne by the front of the rack.  Switches can weigh as much as 5 Kg – 7 Kg.  Therefore it would be reasonable to expect a rack connecting 100 devices to be well in excess of 50 Kg – 60 K not including the rack which could be as much as another 120 Kg with most of the weight being at the edge away from the wall.
· Other than the issue of weight is the sheer volume of cables coming into the back of racks and cabinets.  Each patch panel has 24 outlets it is therefore not uncommon for 200 + cables to enter the back of a rack (even on a wall mounted 24RU rack).

· Each cable having a diameter of 8mm it is very easy to have a block of cables 80mm x 150mm entering a rack (more by the time you include air gaps, Velcro cable ties and bends).  This often makes cabinets next to impossible to keep hard against the wall.   This is especially true of wall mounted cabinets/enclosures that allow rear entry, these become extremely difficult to close.
· IT staff often come across wall mounted racks that are literally falling off the wall.

Specifying Racks

· Open racks may be used in lockable computer rooms that do not have general or general staff access.  All other racks must be housed in a lockable cabinet or enclosure.  Standard industry 19” racks must be used and must be of a suitable height and depth.  Enclosures must allow room for cable management and provide access to either the sides and/or rear of the rack.
· The minimum depth for communications racks is 600mm.  All the switch types presently used will need to fit into a rack 600mm deep (some switches require a minimum depth of 600mm).  The depth of a rack is measured from the front rail of the rack (mounting bracket) to the rear of the rack. The 600mm must be free of cables at either the sides and rear.  Note this is the size of the rack not the enclosure.  

· The minimum clearance for the front of the rail to an enclosure door must be 120mm (150mm is preferred). 
· The sides of the enclosure must allow room for vertical cable management.   As discussed above, 200 cables require more than 80mm x 150mm even in a packed environment.  Patch leads however often need tracing, removing, replacing or rerouting so much more room is required for patch leads.  The management of patch cables is one of the prime functions of a patch rack (enclosure).
· Where rack mounted servers are to be deployed racks must have a depth of 800mm.
· Cabinets and racks must allow for vertical and horizontal cable management and there must be a minimum of 120mm (150mm preferred) from the front patch panel rail to the closed door (this is to allow for cables and cable bends).  At a minimum, 1 x 1 RU horizontal cable management panel must be used for every 2 x 24 port patch panels (a ratio of 1:1 is preferred).  A cable management panel must be allowed for between every switch.
· For racks where horizontal cable count exceeds 200, a customized designed rack layout is required.
· In large racks (24 RU and over) or exceeding a horizontal cable count of 200 vertical cable management rings must be large enough to cope with the patch cabling to be run.  As a rule of thumb allow for 3 patch cables per user in office areas and 2 per user in classroom environments (this should provide enough spare capacity to allow free movement in the vertical)

· In smaller racks (less than 24 RU) the use of Velcro straps for vertical cable management is acceptable.  

· Vertically mounted enclosures may be used where 3 or less patch panels and only 1 or 2 switches are required.  This type of enclosure mounts the switches vertically and provides a much more efficient use of wall space.

Note: Plastic or metal cable ties must not be used to tidy patch cables under any circumstances.
· Consideration must be given to the size and weight of cabinets, switches, panels and cabling therefore the use of wall mounted patch cabinets should be avoided wherever possible.  Where racks are 24 RU or over they must be floor mounted.
· Calculating the number of Rack Units required 
· Each 24 wall outlets require one patch panel strip and one cable management strip so basically we need 2 RU per 24 wall outlets.

· Switches come in 16, 24, 48 and 96 ports plus Up ports and usually require 1 RU.  However, it is not safe to assume 48 port switches will be used where between 24  and 48 ports are required.  For 40 users for example the rack might have 1 x 48 port switch or 2 x 24 port switches depending on functionality required in the switches.  However, it is reasonable to assume a 24 port switch for every 24 users.  Note that the port number required is not the same as the number of wall outlets.  Patch panels are based on the number of wall outlets, switch ports are based on user and device requirements.

· The number of other likely devices and or RU’s required need to be calculated.  For example a power rail may take up one or more RU.  If there are other devices such as power supplies required then a shelf taking up 5 or so RU’s may be required.  A VOIP switch will require at least 1 RU and maybe two or more, a UPS built into the rack may take up 3 RU’s.

· For safety once the likely number has been calculated add ad least 50% more RU’s for growth.

Power to Racks and Patch Cabinets

· There must be a dedicated power feed into racks/cabinets.  The power must be surge protected and reliable.

· In areas where critical services run a second power feed must be installed.

· An UPS (Uninterruptible Power Supply) must be installed where FOIP passes through a rack.

· Power within the rack must be distributed via a rack mounted power distribution unit.   The size and type of PDU will depend on the size and usage of the rack/cabinet.  
Grounding of Racks and Cabinets

· All racks, cabinets, cable trays and catenary wires must be connected to the building protective earth as specified for each case in AS3000 and AS/ACIF S009 (latest revision).

Telephones

·  Lead-in Cables

· The following are some but not all rules and conditions of lead-in cable installation:

· As with any utility service (electricity , gas, water sewerage) ensuring the appropriate telephone lead-in cables are in place is a part of the building construction process and as such the responsibility of the project manager.  Lead-in cables are not the responsibility of ITS.  However, ITS will assist in specifying the appropriate size of the lead-in.  Telstra should be contacted by the project manager and/or the project engineering company for the latest rules on the entry cable requirements. 

· The project manager is responsible for the appropriate forms and signoffs.

· Telstra outsource work to Service Stream therefore all lead-in work must comply with the requirements of Service Stream and Telstra. (This includes but is not restricted to Pits, Entry Ducts and MDF).   

· Contact with Telstra on the installation of lead-in cables often require a Service Stream work order number.  It is the responsibility of the project manager to ensure the appropriate forms and compliances are complete.  

· Sites with multiple buildings (for example, a CFC being installed on a present school site) having an existing lead-in cable can be set up with a secondary lead-in.  This must be arranged through Service Stream and Telstra by the project manager.  There will be costs associated to do this.  In some cases it may be more prudent to use existing services into the site.  Service Stream and Telstra will point to the original title therefore Service Stream and Telstra must be provided with a clear and accurate entry point not just a pointer to the site or it will be assumed the new service is going to the original site title address.
· All greenfield sites will require copper lead-in cables for telephony purposes. In the coming years this may be replaced with fibre optic cabling but until we have greater clarity around NBN and network services on offer and an understanding of the recurrent cost associated with these services all new greenfield sites need an appropriate copper lead-in cable. It may be initially that only a copper lead-in cable is required but future use of fibre optic through the conduit should be planned. Some sites may require both copper and fibre optic lead-in cables depending on WAN network services required at the site.

MDF Tie Cables

· Telephone tie cables should be placed towards the top of the rack with a cable management strip above the MDF Tie Cable where only one RU is used for the tie.  Where 2 RU’s are used for the MDF tie a cable management panel must be used above and below the two patch panels.  Where more than 50 pairs are installed a cable management panel is to be used on top and a cable management panel is to go below every two RU’s of the MDF Tie.

· Voice Tie Cables are to be terminated on Green Modular Jacks, 1 Pair per RJ45 (Pins 4+5) mounted in 24 Port 1 RU Modular Patch Panels.

For example:

· Cable Management

· MDF Tie

· MDF Tie

· Cable Management

· MDF Tie

· MDF Tie

· Cable Management

· Spare

· Spare

· Cable Management

· Wall Outlet
….

Example Rack Layout

	Rack A

	Rack Unit
	Task

	42
	Cable Management

	41
	Phone Tie

	39
	Cable Management

	38
	Wall outlets

	36
	Cable Management

	35
	Wall outlets

	33
	Cable Management

	32
	Wall outlets

	30
	Cable Management

	29
	Wall outlets

	27
	Cable Management

	26
	Wall outlets

	24
	Cable Management

	20
	Cable Management

	19
	Switch

	10
	Fibre Tray

	9
	Fibre Tray

	2
	Power

	1
	Power


Notes: 

Power may be vertically or rear mounted depending on the rack to be deployed.  This example shows a 42 RU Rack a similar approach is to be used for all racks.

Vertical cable management must be provided.

Services such as ADSL and BDSL are copper based services and enter the site via ordinary copper cable (telephone type) lines.  Copper services enter the site from off the street and are connected to a Main Distribution Frame (MDF).  From the MDF the cable pairs are cross connected (jumpered) to the point where the device interfaces with the LAN.  This may be via a tie cable to a patch panel or some other method.

POTS into Data Center Sites

In most cases Plain Old Telephone Services (POTS) are provided by Telstra.  They come off the street and connect to a Main Distribution Frame (MDF) on the site.  From the MDF they are distributed throughout the site either via structured cabling or a discrete telephone cabling system via a series of Intermediate Distribution Frames (IDF) or junction boxes.

MDF

An MDF or Main Distribution Frame is the point at which the telephony services from Telecommunications Companies (e.g. Telstra) terminate in a site.  It is sometimes called the Network Boundary Distributor.  This is the point where the Telco’s responsibility ends. 

At the MDF wires are cross connected / jumpered on to a tie cable to an Intermediate Distribution Frame (IDF) or a Patch Panel.
