Enterprise Manager Grid Control Server

The topology viewer is supported only on Internet Explorer Grid Control offers you several tools to help diagnose service problems and determine the potential causes.

Performing configuration management for:

· Configuration Information

· Startup

· Backup

· Shutdown

· Jobs

·  Job Activity

· Configuration Comparison

· Policy Management

· Compliance

· Monitor

The following sections help you work with the Job System:

The Root Cause Analysis (RCA) feature in Grid Control provides you with the ability to analyze service failures by filtering the availability, performance, and configuration data of the system components used by the affected service. This helps you eliminate problems that may appear to be causes of the service failure, but that are only side effects or symptoms of the actual root cause of the problem.

You can also access the RCA information from the topology viewer, which shows a graphical representation of the hierarchical levels displaying relationships between components. Lines between the services and system components represent the associated failure. Comprehensive diagnostic tools enable you to quickly drill down into the Oracle Application Server stack and monitor response times in various application server and database components. RCA automates an otherwise difficult manual task by providing you with the ability to traverse a large, dependent topology and quickly identify problem areas, and notifying you of specific possible causes of service failure.

For Web application services, when the performance is slow, you can trace problematic transactions as required using Interactive Transaction Tracing. You can record the transaction using an intuitive playback recorder that automatically records a series of user actions and navigation paths. You can play back transactions interactively, and perform an in-depth analysis of the response times across all tiers of the Web application for quick diagnosis.

The Interactive Transaction Tracing facility complements the Transaction Performance Monitoring and End-User Performance Monitoring features by helping you diagnose the cause of a performance problem. Once a problem is resolved, you can also run Interactive Transaction Tracing to verify that the problem has been satisfactorily repaired.

The Request Performance Diagnostics feature of Grid Control is instrumental to the application server and back-end problem diagnosis process. It provides in-depth historical details on the J2EE and database performance of all URL requests. By examining the detailed J2EE and database breakdown and analyzing the processing time of a request, you can determine whether the problem lies within a servlet, JSP, EJB method, or specific SQL statement. Using this information, you can easily isolate the cause of the problem and take necessary action to quickly repair the appropriate components of your Web application.

While the Management Agents in your environment must contact the Management Agents on your managed hosts, the Management Service must also be able to receive upload data from the Management Agents. If the Management Service is behind a firewall, you must configure the firewall to allow the Management Agents to upload data on the upload port.

· By default, the Enterprise Manager installation procedure assigns port 4889 as the Repository upload port.

· However, if that port is occupied, the installation will assign an alternate port number.

· In addition, when you enable Enterprise Manager Framework Security, the upload port is automatically changed to the secure 1159 HTTPS port.

After you determine the port number assigned to the Management Service upload port, you must then configure the firewall to allow incoming HTTP or HTTPS traffic (depending upon whether or not you have enabled Enterprise Manager Framework Security) on that port.

When you are using the Grid Control Console to manage a database, you must log in to the database from the Grid Control Console in order to perform certain monitoring and administration tasks. If you are logging in to a database on the other side of a firewall, you will need to configure the firewall to allow Oracle Net firewall proxy access.

Secure connections between the Management Service and the Management Repository are performed using features of Oracle Advanced Security. As a result, if the Management Service and the Management Repository are separated by a firewall, you must configure the firewall to allow Oracle Net firewall proxy access.

Specifically, to perform any administrative activities on the managed database, you must be sure that the firewall is configured to allow the Oracle Management Service to communicate with the database through the Oracle Listener port (typical: tcp: 1521). This port is used by the OC4J Java Message Service (JMS), which is part of the J2EE software required by Database Control.
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Enterprise Manager supports the use of multiple Management Services that communicate with a common Management Repository. For example, using more than one Management Service can be helpful for load balancing as you expand your central management capabilities across a growing e-business enterprise.

When you deploy multiple Management Services in an environment protected by firewalls, be sure to consider the following:

· Each Management Agent is configured to upload data to one Management Service. As a result, if there is a firewall between the Management Agent and its Management Service, you must configure the firewall to allow the Management Agent to upload data to the Management Service using the upload URL.

· In addition, each Management Service must be able to contact any Management Agent in your enterprise so it can check for the availability of the Management Agent. As a result, you must be sure that your firewall is configured so that each Management Service you deploy can communicate over HTTP or HTTPS with any Management Agent in your enterprise.

· Otherwise, a Management Service without access to a particular Management

· Agent may report incorrect information about whether or not the Management

· Agent is up and running.

Oracle Beacons provide application performance availability and performance monitoring. They are part of the Service Level Management features of Enterprise Manager.

Enterprise Manager uses the industry-standard Internet Control Message Protocol (ICMP) and User Datagram Protocol (UDP) to transfer data between Beacon and the network components you are monitoring. There may be situations where your Web application components and the Beacons you use to monitor those components are separated by a firewall. In those cases, you must configure your firewall to allow ICMP, UDP, and HTTP traffic.
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