Best Practices in Network Design
Strategic Technologies

Introduction

Planning a network can be daunting. In many cases, the district network technician, PC support person, principal or superintendent needs to know some basics about network design, performance and end-to-end performance. The details of any modern network, however, can be complex and a difficult task to understand, even for an experienced engineer.

This paper serves two purposes. First, it provides a primer in network design considerations for the administrator who needs some assistance in preparing a bid or evaluating a proposal. Second, it provides a reference framework that a district technician can use to build a scalable, supportable network. 

Since the two audiences (administrators and technology coordinators) often have very different levels of knowledge and understanding about technology as well as different perspectives, this paper will be too technical for some and not technical enough for others. The intent is to provide a reference and learning tool, and if the reader can be in a better position to make informed technology recommendations and decisions, then the paper has succeeded.

Key Planning Considerations

1) Take a “standards” approach to computing. Adopt the computer industry standards that will be used for all local area network (LAN) and wide area network (WAN) designs.

2) Be prepared for rapid change. Recognize that multimedia will become increasingly important and pervasive in education.

3) Build the internal infrastructure with the entire organization in mind. Develop a network that is both functional and scalable. “Functional” refers to the acceptable latency for the task. “Scalable” refers to the ease of increasing bandwidth on the WAN or LAN.

4) Adopt an “end-to-end” point of view. Examine the network from the user’s point of view. Performance is achieved by the system acting as a whole, from the local computer through the local network to the wide area network.

5) Make use of tools to monitor the network. There are many tools available to help monitor and analyze networks. These tools vary in cost (free to over $100,000) and complexity (simple, with limited features to complex, with many features).

6) Recognize that the network will become more essential and more complex. Try walking into an office after the mail server goes down or someone has been entering data over a slow WAN link. Think about how silently (and quickly) networking services have changed from being “neat” or “nice” to mission-critical.

7) Help other educators understand that network environments are susceptible to illegal copying, viruses and other misuse. Appropriate measures must be taken to protect everyone. The term “appropriate measures,” however, does not imply that a police state must or should exist.

8) Policy vs. Technology. Remember that technology often becomes a tool of policymakers (either for application or enforcement). Be sure you understand how technology is being implemented and why.

Design Objectives

Performance

Performance is an end-to-end issue. Comments like “the network is slow” and “my computer is slow” are statements that users make as blanket statements of dissatisfaction. As non-technical people, they are expressing that they are trying to work and it’s taking a long time or the process is abnormal in some way. Computer and network support staff hear these comments, but without a scalable, manageable network, find it difficult or impossible to solve the problems in a timely and economical fashion.

A properly designed and implemented network can provide not only a valuable tool to enhancing administrative and academic functions, but can also be easily and quickly repaired and expanded. A properly designed network can free technical staff to assist in helping the users of the system to make better use of the resources.

So why start talking about performance? Performance is the one thing to which users (customers) see and react. Prior to networks, when one’s PC was slow, no one else knew. PCs were, after all, “personal” computers; speed was measured by the CPU clock speed. Today, computers are no longer “personal.” Computers are networked into a larger community, and the demands and complexity placed on the system have increased dramatically.

The rapid evolution of the Internet has made computing a network-centric system instead of a computer-centric (or person-centric) system. In a network-centric environment, performance is affected not only by the computer, but also by other users utilizing services provided by servers, the LAN or the WAN.

In a properly designed network, each component or section of the network can be measured, monitored and tracked to help diagnose problems. Administrators can then be alerted to any needed upgrades, failures or bandwidth needs that should be addressed.

Network Layers

Networks can be thought of as layers of equipment and software. These layers include cabling, the network, computers and a WAN (see Figure 1). Each location can be viewed as having these three different layers or systems and each layer needs the appropriate attention to build a scalable and flexible system.

Adding a lab with 30 computers can significantly impact traffic flow on a network. By having a scalable and flexible network, network technicians can easily modify the network to meet the changes in demand. 

“Scalable” in network parlance means that the network can be easily modified to meet the changing demands (increasing or decreasing) in network traffic. Changes such as the addition of multimedia resources in the library may significantly increase the network traffic in a portion (or all) of a network. On the other hand, moving a multimedia lab from one room or building to another changes the network traffic in both areas.

“Flexible” means that the topology can be changed as the types of network traffic change. The network must be able to handle the movement of people and resources around the physical infrastructure.
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Figure 1: Network Layers

Dynamics of Network Traffic

Overall, network traffic patterns in any network (LAN or WAN) change constantly. Traffic also fluctuates (in aggregate) during various times of the year (less during Christmas, spring break, or summer, more during 8-3 M-F, etc.). Newer multimedia technologies also demand more bandwidth, sometimes requiring a constant high-bandwidth stream and sometimes requiring a constant low-bandwidth stream with intermittent “bursts” of traffic.

If you have a network currently in place, begin by monitoring the traffic levels. Then, armed with this information, you can begin to evaluate the “choke” points, as well as determine what additional applications you can add to the network without disruption to existing users.

As you develop an understanding of the network traffic dynamics, you can begin to develop Quality of Service (QoS) policies and then design and implement technologies that will help you monitor and enforce those policies. 

In addition, new and emerging technologies such as Voice over IP and H.323 videoconferencing are placing more demands on the network to provide not just bandwidth, but guaranteed bandwidth along with acceptably low levels of latency and jitter. These QoS issues must be understood and dealt with early in the design process, or these and other high performance applications will not work well and will likely wreak havoc on your network.

Getting Started

Assessing the Functional Requirements

Before you begin designing a new network or adding on to an existing network, you need to have a clear picture of what you need the network to accomplish. 

· What do you expect the network to do?

· What do the users expect the network to do? 

· What applications do you need to support? 

· How many users will be using the system? 

· How complex are the applications—is this e-mail or a multimedia database? 

· What kind of Internet access will you need? 

· Will you need servers for each application, or can applications share servers? 

· Will you need web servers, file servers, print servers or CD servers?

When you have considered the needs of the network (and have talked to some of your users), write all of the information down and begin assigning priorities to each item. Determine the importance of each item and the resources needed to support it. As you begin to budget and build a deployment plan, you may find that some items will have to wait. With this process, you’ll know up front what has be delayed and what must be done first due to its critical nature.

Communication

If designing a network, good communication between the network administrators, the server administrators and the users (teachers, students and administration) is critical. Talking to each group will allow you to hear what each thinks they need, what they think is most critical and how they measure “success.” This information is critical in order to meet the needs as well as the expectations of the users.

In addition to design criteria, regular briefings help keep everyone informed of the progress of the project and any impending issues. By bringing the users into the process, you can use their advice and help when you need to modify the plan due to budget, time or other issues and will have their support in making the changes.

Sizing the Network
To properly size the network, consider the capacity of the network in terms of users, bandwidth and functionality.

Users: How many users will use the network in the beginning? How many new users will be added each year for the next five years? 

Bandwidth: How much bandwidth does the network require? Consider the applications the users will run, as well as where the data will be stored and used. Concurrent users, high-bandwidth applications (usually multimedia) and special-needs applications (low latency, low jitter) will place heavy demands on bandwidth.

Functionality: What network-based features do you need? Network-based storage, print servers, DNS, DHCP and web servers all impact network design.1 In addition, Quality of Service (QoS) methods may be required to ensure the applications function properly.

Your network needs to be designed to grow easily and to be able to incorporate new or enhanced technologies. One of the most commonly used designs is a hierarchical model, which allows for incremental upgrades of specific sections without requiring an upgrade to the entire network. Troubleshooting and problem isolation are also simplified.

Standards

It is important that a network be designed around industry standards. By using standards-based, proven components and systems you will increase the reliability of the network and be able to select hardware and software from various manufacturers as price and function dictate. Many of the standards you will need to adhere to are Internet-based, such as TCP/IP, DNS, H.323, etc. Appendix A lists the standards bodies that create, modify, approve and disseminate standards for companies to implement in their hardware or software.

Connectivity

There are essentially four different network types:

Local Area Network (LAN): Network for a single building.

Campus Area Network (CAN): Network between buildings, connecting LANs together into a single network.

Metropolitan Area Network (MAN): A network between buildings or campuses, all in the same area (generally a single city).

Wide Area Network (WAN): A network between buildings (or campuses) connected over long distances (usually between cities). Many school districts consider their district network a WAN, although it is more appropriately termed a MAN.

In addition to the types listed above, remote access and connectivity to the Internet should also be considered. 

For all connectivity, consider several factors.

Speed: How fast does the network link need to be?

DNS: Domain Name Service. Maps a name in the format name.domain.tld to an IP address. DHCP: Dynamic Host Configuration Protocol. Assigns IP addresses to machines on a “lease” basis. Allows machines to get an IP address, gateway and other information without having to be manually configured.

Cost: How much does the network link cost (generally a function of speed vs. distance)?

Quality of Service: What guarantee of data delivery exists?

Different technologies offer different QoS levels, and can affect the price, sometimes more so than speed. Consider the needs of the applications carefully when choosing a link type.
General Design

Once you have the functional requirements and an idea of the network scale, you can begin the design. The network is comprised of layers, and decisions will need to be made on several things per layer.

Network Type: For a LAN, Ethernet at 10, 100 or 1,000 Mbps is the generally accepted standard. Some details involve switching vs. hubs and UTP vs. fiber.2 You will need to examine the bandwidth the network needs in order to support the applications. Multimedia (audio or video) demands more network resources and will consequently require a faster, higher-quality network, which usually costs more. For a CAN, the same network standards that are common in LANs are usually sufficient. For a MAN and WAN, however, networks based on Frame Relay or ATM are the most common choices.

Physical Network: The physical network covers everything from network cabling to faceplates and patch panels. The type of cabling you select depends on the type of network you need to support. 

Network Communications Equipment: Hubs, switches ad routers connect the network parts together and control the flow of information.

Network Operating Systems (NOS): The operating system that supports the network. There are three predominant OSs: Microsoft Windows 2000, Novell Netware, and Unix. The OS runs on the server, and provides file and printer sharing and other network services such as DNS, DHCP, and web server.

Network Server Hardware: The physical machines that the NOS runs on. Generally, network servers are larger and more powerful than desktop machines; they also tend to have more RAM and hard disk space.

Backup Software and Hardware: Equipment and software to make backups of the servers and the user machines.

Client Machines: Consider the hardware (PC, Mac) and operating system (Mac OS, Windows 95/98/2000, Unix) that users will be running. We will now take a more in-depth look at each of these areas.

UTP: Unshielded Twisted Pair. A cable comprised of four pairs (eight wires), with each pair twisted at a different twist rate to increase the data rate the cable will support. UTP is graded in categories; category 5 is the minimum for 100 Mbps Ethernet.

Network Type

LAN

One of the first decisions network architects make in designing a network is the network type.

There are several options for a LAN, including Ethernet, Token Ring, ATM and FDDI.3 Only ATM, however, is a cell-based network; the rest are frame-based, with a variable length frame.

Token Ring networks are usually found in organizations with a large amount of IBM equipment. Ethernet has surpassed token ring technology in both the number of installations and speed.

ATM follows a different approach than other network types and competes with Ethernet for backbone and high-performance connections. In an ATM network, data is broken into small, 53 byte cells which are switched over virtual circuits between devices. 

Most ATM networks operate at 155 Mbps, although different speeds, including:

· 1.5 Mbps on a T-1

· 25 Mbps on a UTP network

· 155 Mbps and 622 Mbps on optical fiber interface

ATM is considered both expensive and difficult to configure; its use is generally constrained to the backbone and to high-performance workstations, where the cost is more easily justified.

Ethernet is the current choice for most networks, and its wide use has prompted many vendors to build equipment to support Ethernet-based networks (which has driven the price down). Ethernet is based on CSMA/CD (Carrier Sense Multiple Access/Carrier Detect) as specified by IEEE 802.3.

These rules describe how all devices on the network communicate. Each packet has an origin and destination address, and each computer opens only the packet destined for it. Mechanisms exist to sense if more than one device tries to use the network at the same time. If a collision occurs, the devices wait a random interval and re-transmit.

Ethernet operates at a variety of speeds: 10 Mbps, 100 Mbps, and 1,000 Mbps (also known as gigabit Ethernet or GigE). Adapter cards can generally only run at one speed. These cards must be matched with hubs or switches whose ports run at the same speed. Some cards and adapter ports are auto sensing; that is, they can determine the capabilities of the other device and run at the best speed possible. Today’s equipment senses between 10 and

100 Mbps. Very few 1,000 Mbps auto-sensing devices are currently available.

Ethernet Switches vs. Ethernet Hubs: A hub is a shared media device. All of the users connected to a hub share the bandwidth, and there is no isolation of broadcasts. Switches improve the overall performance, as each device is on its own network, which increases the bandwidth available to the end device, as well as minimizing the impact of errors or network failures.

ATM: Asynchronous Transfer Mode. Transfers data in 53 byte cells; developed to carry multimedia (voice, video, data). FDDI: Fiber Distributed Data Interface. A fiber optic, ring-based network similar to Token Ring in operation.

Some switches allow for virtual LANs, or VLANs, to be built. This allows several networks (e.g., students, faculty, staff and lab networks) to be built sharing the same physical hardware. Without VLANs, each network would need its own switches/hubs to remain separate (for security and bandwidth control). With VLANs, each port on a switch can be assigned to a specific LAN, and then only traffic for that network is passed on that port.

FDDI: FDDI is a 100 Mbps fiber-based network that operates similarly to token ring, with the exception that FDDI is faster. FDDI (and CDDI, Copper Distributed Data Interface, a UTP-based version) is the same as token ring in terms of operation and functionality. FDDI equipment, like token ring, is not very common and tends to be expensive.

WAN

A WAN (or MAN) uses different networking systems than LANs. Although some providers can offer Ethernet over long distances, the predominant network types are based on ATM or Frame Relay. 

ATM, discussed earlier, can be used to tie locations together. One of the key advantages to ATM is the ability to map different virtual circuits, called VCs, for different applications (i.e., one VC for data, one for video, one for voice, etc.) and control each VC independently (bandwidth, type). ATM is also used to terminate many small circuits (such as Frame Relay and DSL) onto a few high-speed circuits.

Frame Relay is similar to ATM in its use of virtual circuits. Frame Relay, however, is a frame-based service, where frames can be different lengths, which allows for efficient data transport. Frame Relay has difficulty with video and audio, as these are time-sensitive applications and do not do well competing for bandwidth with data frames. Frame services are widely available and are low in cost compared to most other network types. One

issue to consider carefully is the actual network speed; you may want to order a circuit with more capacity than you need and then only order circuits set to smaller amounts (the CIR, or Committed Information Rate, specifies how much data is guaranteed to be transmitted; all other data is “best effort”).

Other

When selected Ethernet devices, consider manageability. As your network may be scattered over large areas, the ability to remotely manage the devices and troubleshoot the network becomes more and more important.

The Simple Network Management Protocol (SNMP) supports each device communicating to a central Network Management System (NMS) that keeps track of device status, configuration and current operating parameters. 

SNMP: Simple Network Management Protocol. Governs network management and the monitoring of network devices.

Connectivity Issues for Ethernet

For the remainder of this document, we will use an Ethernet-type network and will deal with more specific network issues relating to this network type.

Network Topologies

There are three main topologies in networking: star, bus and ring. Most modern networks are based on the star topology. In the past, Ethernet used a bus topology (on coaxial cable); however, only cable modem systems are currently bus-based. Token ring and FDDI are ring-based topologies; again, neither system is commonly used today.
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Figure 2: Network Topologies

An advantage to a star-based network is the ability to easily create hierarchical networks. A top-level “star” acts as the network backbone, while each “sub-star” is a LAN or LAN segment, as in Figure 3, below.
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Figure 3: Hierarchical Star Network

There are several advantages to using a star-based network:
· An orderly hierarchy can be established, with clear lines of responsibility.

· Failure of one of the “sub-star,” or leaf, networks does not inhibit other networks.

· Problems can be quickly and easily isolated and dealt with.

· Upgrades are easier. Any individual LAN, the backbone, or any of the equipment in between can be upgraded without significantly affecting other portions of the network.

Cost

When purchasing equipment, consider the equipment’s expansion capabilities as well as its adherence to standards (such as SNMP). Try to buy equipment that meets your future requirements (as your budget allows). It’s generally less expensive to buy the feature now than to replace the equipment in a couple of years to get that same feature. Name brands (e.g., Cisco, Nortel and 3Com) tend to cost more than other brands; however, the support and features included by these vendors often make the expense worthwhile.

Backbone

One of the key items in a large network is the backbone. A backbone is used to tie a large number of LANs together to form a CAN, MAN or WAN. The backbone is generally fast and dumb. All of the decision-making should be done in the LAN. A backbone can be multiple devices connected with Gigabit Ethernet or ATM over fiber; it can also be a single, high-performance switch that all the LAN segments connect to. Not all networks need a backbone. If you do not have a large network, then a backbone may not be necessary.

Cabling

A major network component is cabling. Generally, the labor to install cabling costs about 80 percent of the cost of the cabling, regardless of the type of cable being installed. Use high-quality cable, matched to high-quality patch panels and outlets, to ensure a long life for your cable system. Properly installed, a cable system should have an active life of five to ten years.

Ethernet (for physical cabling) follows a star topology; a cable back to a port on a hub or switch connects each device. If your network is all in the same room, then some patch cords should be sufficient to make the connections. If your network is larger, you’ll probably need to pull cable (or have it pulled for you) in the ceilings, walls and floors to make the connections between the switches and devices.

Cabling Types

Currently, there are three types of cable: fiber optic, UTP (copper wire) and wireless. Fiber optic cables work very well and are highly scalable (fiber installed for a 10 Mbps Ethernet will generally work for Gigabit Ethernet). Fiber offers high performance and is not susceptible to interference like copper or wireless (many things can interfere with these last two, including fluorescent lights and motors). Fiber is reliable and secure, having a tensile strength five times that of steel of the same diameter, and it can’t be tapped without breaking the fiber (which is nearly impossible to do without being detected).

Fiber costs more than other types, but you can expect a much longer useful life out of a well-designed system. Interface cards for PCs and fiber ports on switches cost more than UTP versions, but prices continue to drop, and adapters are inexpensive and readily available.

Wireless systems allow for “cabling” the network without physical wires. This is very useful when building construction would make it difficult to install cabling, although some cabling is required. Another advantage of wireless is the ability to move the computers around without physically rewiring the network. Wireless has some disadvantages, though. All the devices using a wireless node, called an access point, share the node’s bandwidth. Currently, 802.11b systems run at 11 Mbps, so 10 users would get 1 Mbps at most, and less in actual use. Wireless is not a good choice for networks that need high bandwidth

(such as multimedia) or high performance (such as video). 

Most LANs are based on copper-cable UTP. This cable is fairly inexpensive and can support a variety of network types. Most UTP cables are manufactured with four pairs of copper wire, where four sets (pairs) of individual wires are twisted together at different twist rates (to improve signal performance) then twisted together to form a single cable. Properly twisted cable is less susceptible to interference and will support high-speed networks. UTP is rated by “Category.” The current standard for 10 and 100 Mbps is called Category 5, or Cat 5. Some cable manufacturers have enhanced the Cat 5 cable to support faster networks like Gigabit Ethernet, calling the new cable Cat 5 plus or Cat 6. Since the cost of installation is 80 percent of the cable plant, upgrading to a better cable is a good investment.

Be sure to use the correct connectors, patch panels, connectors and cable. If you use Cat 5, then all the components need to be Cat 5.

Individual wires are identified using a color code (see Table 1). Connectors (jacks, patch panels, etc.) are coded for the cable using the TIA 568 standard. There are two 568 standards: 568A for AT&T and 568B for everything else (568B is the most common). The two systems are not interchangeable—you cannot use a 568A jack on one end of the wire and a 568B patch panel on the other end.
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Table 1: UTP Wires and Colors

Can I Install It Myself?

Yes, but you need to make sure you understand some of the limitations in installing the cable. Issues such as bend radius (how tightly a cable can be bent), proximity to noise (lights, motors, etc.) as well as plenum or nonplenum cable need to be strictly adhered to in order for your cabling system to function properly. A good contractor will not only use the right parts, but has the tools to test the cabling system and ensure that it meets specifications.

If you want to install it yourself, you can purchase the tools and test equipment to do so from a variety of sources. Be sure you purchase good quality tools; cheap tools often do not properly crimp connectors or have good alignment, which can impair the cabling system’s performance. A list of tools and test equipment is located in Appendix B, along with a list of suppliers to get you started.

Campus Area Networks

Campus networks are those networks between buildings on a single campus, such as a college campus or some K-12 districts where K-6, middle, junior and senior high schools are all in close proximity. A CAN, can be built using Ethernet to tie the building together, generally using a fiber optic cable buried on the campus. This setup simplifies the network by sticking with the single technology, yet provides for a higher-level network to manage

building-to-building connectivity.

Metropolitan Area Networks

MANs are the networks between buildings in a single metropolitan area, where the buildings are not in close proximity. MANs can be fiber-based, if fiber is available from providers (such as the city, power company or cable company). If you can lease pole space, you can also string your own cable.

The other method of building a MAN is to use ATM or Frame Relay to connect the different buildings together. Although this method may have a lower startup cost, the ongoing costs will be more than the fiber, in most cases. 

(Note: many organizations consider the in-town network to be the WAN, not the MAN.)

Wide Area Network

These networks tie together widely separated buildings (and networks). ATM and Frame Relay are the most widely used technologies and require purchasing services from a carrier or phone company. If your usage is predominantly data (TCP/IP), then Frame Relay generally works well. ATM is useful if you want to mix TCP/IP data with voice. 

Either method requires ordering a circuit with sufficient physical capacity to handle the traffic and

configuring a logical circuit (or circuits) on the physical circuit to actually carry the data (or voice, video, etc.). Both ATM and Frame Relay use starbased network topologies.

Wireless

Wireless technologies are an option for CAN, MAN and WAN solutions. Some systems can handle distances from a few hundred feet to 15 miles at rates from 1 Mbps to 100 Mbps. Generally, wireless systems require line-of-sight between the endpoints, which may be difficult to acquire in some locations.

Servers and Services

Now that you’ve tackled the basic connectivity issues, there are other decisions to be made about the services and servers you’ll need on your network.

File Services: Almost all applications need a place to store data, and most users store their data on their local hard disks. The problem is that when a local hard disk fails, the users lose the data, since local hard disks tend not to get backed up. Additionally, sharing files is difficult without a network. The “sneaker net,” that is, using floppies to share information. A file server on a network can virtually solve both these problems. By providing a single place

to store data, users are assured that backups are being made of their critical information; users can also share information between themselves with shared file space. 

The network administrator can control the rights of the users to access and modify those files and folders for their own private space as well as any public space. All in all, a file server is one of the biggest, most important network resources a network can have.

Print Services: These services allow network users to share printers and to send work to any one of a number of printers in the network. This arrangement cuts costs, as several individuals can share a single (expensive) printer. Users can also access printers they may not have locally (such as a central color laser printer or high-speed printer). It’s more cost effective to buy a few good laser printers than to manage a fleet of inkjet printers attached to each user’s machine. The increased speed and cost effectiveness of the laser will soon pay for itself.

Web servers: Given the overall trend for services to move to web-based servers, system designers should consider adding a web server to their networks. This server gives people a place to post useful information and to share information in a more public (but still internal) forum. You can also make the server accessible from the Internet to host a public website.

Other servers: Database, application and CD-ROM servers are other possibilities that can provide additional network resources. These are specialized severs that perform specific functions. A database server is quite often the “back end,” or engine, for an application and requires its own server. Application servers provide dedicated resources to a specific application, such as an administrative management system (which would also likely require a database server). Finally, many resources exist on CDROM that can be shared within the organization without physically sharing the CD, providing security and safety.

Network Operating Systems

Now that we’ve established the functional requirements and determined the network type (and perhaps some other functions that we need to support), BEST PRACTICES IN NETWORK DESIGN 

It’s time to select a Network Operating System (NOS). The NOS shapes the look and feel of the network and affects what can be done within the network (such as controlling files and folders). The NOS is software that runs on the servers and defines how the network resources are used. By providing the basic operating system environment for the storage of data, control of printing functions and user security, the NOS is the key to a good network.

Novell Netware (http://www.novell.com)

The elder statesman of network operating systems, Netware has been around since the early 1980s. Netware specializes in file and print services and has a very robust security system to manage users. Novell used to run on a network protocol called IPX/SPX; however, with the widespread use of TCP/IP, Novell now operates using either protocol.5 One advantage of IPX/SPX is that it cannot be routed over the Internet, making services (such as file and print sharing) more secure.

To use Netware, a computer must be equipped with a Netware client application, which controls the computer’s access to the server and provides the file and printer sharing functions to the desktop OS. Clients exist for Mac OS, Windows (all versions) and Unix.

The security and administration system of Netware is based on the Novell Directory Services system, or NDS. NDS unifies the entire network and all the resources into a single managed hierarchical structure. Through NDS, an administrator controls file permissions, printer access and other resources.

One of the unique features of the NDS is that users don’t log into a file server; rather, they log into the network. This configuration allows the NDS database to be distributed across multiple servers, providing redundancy and load sharing in larger networks and keeps the user from worrying about which server to log into.

Netware is very stable, running for months and even years without a crash (or ABEND, in Novell-speak). Although originally designed for small to medium-sized networks, current versions of Netware can scale to tens of thousands of users connected to hundreds (or thousands) of network resources.

Microsoft Windows 2000 Server (http://www.microsoft.com)

Microsoft Windows 2000 Server is the biggest head-to-head competitor with Novell’s Netware. Beginning with Windows NT, Microsoft began optimizing a server-specific version of it’s Windows OS to perform the file, printing and security functions needed to run a network. 

Windows uses a set of higher-level network protocols called Server Message Blocks (SMB) that operate with either NetBIOS or TCP/IP (preferred). Microsoft has also created a suite called Microsoft BackOffice that provides a web server, an e-mail server and a database server, three of the key functions needed in a network.

Active Directory (or NT domains) is how Microsoft manages the network (as opposed to NDS). Multiple computers can participate in a domain, and multiple domains can exist on a network. NDS is more robust and advanced than NT domains, but Active Directory (under Windows 2000) has closed the gap.

Unix

Unix comes in many flavors, from Sun’s Solaris to the many Linux distributions. If your network is mostly PCs, be aware that Unix does not offer the full set of services that you would get from Netware or Windows 2000 Server. Unix works well as an application server, especially for databases, and is also used for web servers. Many high-end applications rely on Unix as the server for performance.

Unix can be integrated into the PC/Mac environment using Network File System (NFS) for file sharing; however, the software is expensive to purchase for individual machines. Add-on packages, such as Samba (http://www.samba.org), are free and provide SMB functionality for easier integration into a Mac or PC (Windows) network.

Choosing Hardware

When choosing hardware, try to buy near the top end. Buying top-end equipment will allow your investment to last longer, with minimal additional costs. Over time, additional hard disks or memory may be needed. Be sure to check the memory requirements for the NOS, the applications and the networking client you intend to use—all of which require memory to operate.

When buying a server, buy server-class systems. These units are built with more drive bays, bigger (or even redundant) power supplies and more expansion capabilities than a desktop machine. Servers also offer the ability to use multiple processors, thus improving the performance of the system, especially for database and applications servers.

You can never have enough memory. Make sure your server has plenty of memory, as performance is highly dependent on the available memory. As the load on the server increases, be sure to monitor memory usage and install more before your performance begins to suffer.

On a server, most disk systems are based on SCSI, due to their superior performance.7 SCSI allows for seven or 14 devices to be “chained” together NetBIOS: Network Basic Input/Output System. An older network protocol that is not very scalable or routable. On a single interface card and makes adding another drive fairly easy.

Another disk feature common on servers is RAID, a technique to distribute data storage over several disks to ensure that a single disk failure does not cause data loss.8 In addition, RAID systems can regenerate the data on the fly from the remaining drives, essentially eliminating downtime when a disk fails. Another controller feature found on SCSI/RAID systems is hot-swap, which allows a drive to be added or replaced without shutting the system down.

Also be sure to back up everything regularly and frequently. Investing in a high-quality tape system and backup software will provide you with the tools to quickly recover from hardware failures as well as software glitches and user errors. Make sure that you keep copies offsite in case of disaster, and periodically test the backups to ensure that you can successfully read the data from the tape.

SCSIO: Small Computer Systems Interface. Used to connect disk drives (including CD-ROM, DVD and tape systems) to servers. There are several versions of SCSI, from SCSI-2 to Ultra-SCSI. Be sure that the interface card matches the drives.

RAID: Redundant Array of Inexpensive Disks. A technique to stripe data over several disks. There are several “level” of RAID, from 0 to 5, and some combinations of levels. RAID systems will have more storage than necessary due to the duplication of data and parity (the error checking system).
