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As new designs and strategies are developed to optimize data centers, it becomes apparent that new methods need to be produced that overcome limitations. The technology discussed in this document is limited to include HP interconnect Ethernet module, VMWare ESX Server, and Cisco Catalyst switches. The Altoona Hospital of Altoona Pennsylvania found it cost effective to implement an HP Blade Center and VMWare ESX solution to save space and start consolidating their infrastructure. To provide redundancy and increased bandwidth it was necessary to implement etherchannel, the IEEE 802.3ad open standard for port aggregation, and VLAN technologies. A standard implementation of VMWare ESX Server only gives 1 Gigabit of bandwidth using VMWare’s virtual switch technology. Since VMWare ESX Server supports etherchannel and VLANs, it was proposed to provide a design that would increase the bandwidth and flexibility of the Blade Center design. 
Objectives of Strategy
The goal that needed to be achieved by amending the standard VMWare ESX implementation running on the HP Blade Center was to increase bandwidth by bonding gigabit network interfaces together to form a higher bandwidth “etherchannel”, provide redundancy in case a network link went down, and to provide the flexibility of segmenting virtual servers by creating broadcast domains by using VLANs.
Approach
The strategy was to configure the core Catalyst 6509 switch with an etherchannel port channel that would be compatible with the ESX Server virtual switch and ultimately bypass the HP Ethernet virtual connect modules shared link technology. This would allow the workaround that was needed to achieve network redundancy, higher bandwidth, and the ability for network segmentation.

Challenges
Significant problems were encountered from the beginning. Using HP’s interconnect ethernet module technology and shared network links, it was immediately identified that it did not support VMWare etherchannel and VLAN tagging on top of this recommended HP configuration. It became apparent quickly that a compatibility issue arose between the VMWare ESX Server architecture and the design of the HP Blade Center. It was necessary that this limitation be overcome to effectively provide the required bandwidth and redundancy.

The etherchannel on the Cisco Catalyst needed to be tested using several different configurations before a usable standard was found. Configuration issues were also identified on VMWare’s virtual switch technology that needed to be addressed before a compatible solution could be attained.
Results
There was much trial and error getting all the technologies to perform to the criteria that was specified. However, after thorough testing a compatible design was implemented that met the goal. By configuring a suitable etherchannel on the Catalyst and mapping the technology to the VMWare virtual switch together using standard networking methodology, all objectives were reached. 
Recommendations
It was found that during the course of testing, different load balancing technologies could be implemented that would utilize the etherchannel that was created to increase the bandwidth. Some of these include routing by source IP address, destination IP address, source and destination IP address, destination MAC address, and so on. It was found that an increase in processor and resource utilization occurred whenever a load balancing technology utilized any type of IP routing. After testing, it was found, and is recommended, that load balancing based off of source MAC address be used as it worked well and caused no significant increase in utilization on the VMWare ESX platform.
Conclusion
It was learned from a multitude of testing that network compatibility problems and limitations exist with the HP c7000 Blade Center when used with VMWare server. It took many hours of testing to create, modify, and finally implement this solution. This “Best Practice” method of setting up the Blade Center infrastructure allowed us to conclude that configuration will be faster on subsequent systems, increased bandwidth would be attained as the ESX environment expanded, and redundant connectivity was implemented to allow for high availability. 
Additional Notes
Although this configuration was applied to an HP Blade Center with Cisco Catalyst network connectivity, and running an ESX environment, it can be assumed that the configuration, with modification, can be applied to other platforms. Additional research will be required to implement this configuration using other switch technologies.
Supporting Documentation
Configuring HP c7000 Blade Center and ESX 3.5 for Etherchannel and VLAN Trunking
Introduction: The following is a set of instructions for configuring an HP c7000 Blade Center to connect to a Cisco Catalyst switch using Etherchannel and to support VLAN trunking across the channel. Some Cisco Catalyst switches may not have the exact commands referenced below. Please verify and review the version of IOS running on your switch as some commands may be different.

Configuring the Catalyst Switch Overview: When configuring a Cisco Catalyst switch to support etherchannel and vlan trunking, you must create the port channel first. This is done by entering into interface configuration mode on the chosen switch port and entering the command “channel-group 1 mode active”.  This creates the interface “port-channel 1” and assigns the switch port to the interface. When creating a channel group to the ESX server, you must use either “mode on” or “mode active”. In this case I was not able to successfully get “mode on” to work properly and opted for “mode active”. When using “mode active” you’re telling the switch to use LACP (link aggregation control protocol) as the protocol to be used to control port aggregation. This is the default negotiation protocol for VMWare ESX Server 3.5. It is also commonly used to create an etherchannel between workstations and servers to a switch for network redundancy and increased bandwidth.

NOTE: Configuring the switch requires basic knowledge of the Cisco command line interface. You should be knowledgeable with the CLI before proceeding.
To configure the port-channel on a Catalyst switch and provide VLAN trunking, perform the following steps:

1. To configure the Catalyst switch first log into the switch by using telnet to connect to the switches management IP address and providing the appropriate username/password information. Once connected you will see a prompt that looks similar to this depending on how the switch is configured., CAT-6509#. Once you have reached the prompt, you must enter interface configuration mode. To do this, type the command “config t” and press enter to get into configuration mode. It should look like this, CAT-6509(config)#. This is global configuration mode.   Once in configuration mode, type the command “interface gi3/37” where gi3/37 indicates the blade and port number on the switch port you’re going to configure. The prompt should now look like this, CAT-6509(config-if)#.

2. To create the port-channel interface once you’ve reached the appropriate port which you wish to configure, use the command “channel-group  1 mode active” where 1 indicates the number of the port channel you’re creating.

3. Use the channel-group command above on each consecutive port which you wish to add to the etherchannel group. A maximum of 8 ports can be bonded together.

Configuring the Load Balancing Mechanism: After the ports have been configured, you should choose the load balancing mechanism that you’re going to use between the switch and ESX server. Many are supported such as routing by source IP, destination IP, or both. When using the routing function on ESX server to load balance using the IP address, you can cause overhead with memory and CPU utilization as it processes each packet looking for the session destination. To cut down on this overhead, opting for a layer two load balancing method is preferred. In this case the switch and ESX server were both configured to load balance based on the source MAC address of the workstation/server.

To configure the load balancing mechanism, use the following command from global configuration mode:

CAT-6509(config)# port-channel load-balance src-mac
Once the switch ports have been configured correctly for etherchannel operation, you must configure them to trunk VLAN information or tag vlan id’s onto each packet. Keep in mind that for configuration purposes, all interfaces must be configured alike. Any configuration you do to the switch port should be applied to the port channel that was created. ESX server must also be configured identically. Adding the “switchport trunk” commands listed below will enable the port channel to pass tagged packets to the ESX server and vice-versa. Don’t forget to add the spanning tree commands. This will keep from having a loop on the network due to the bonded links.

To configure VLAN tagging on the Catalyst Switch, perform the following from the interface configuration mode:

(Sample CAT-6509(config-if)#)

1. To turn on vlan tagging on the interface, use the command “switchport mode trunk” to set the switchport as a trunk port and “switchport trunk encapsulation dot1q” to configure the protocol to use to tag the packets.

2. The configuration for vlan tagging should be applied not only to the physical Ethernet ports designated for the etherchannel, but also the etherchannel port-channel virtual interface.

NOTE: Please use the sample configuration below to assist in configuring your Catalyst switch.
To force the port channel and ESX server to tag all packets with a vlan id, the default native vlan for both the switch and ESX server was set to 4094. Since this was never going to be used as a regular vlan, it was created on the switch and assigned to the port channel and switch ports so that all traffic going traversing the port channel was forced to be vlan tagged. When configuration was complete, the ESX server was configured and tested using alternate networks with different vlan id’s. Everything worked as expected.

SAMPLE SWITCH CONFIGURATION
port-channel load-balance src-mac

interface Port-channel1

 no ip address

 switchport

 switchport trunk encapsulation dot1q

 switchport trunk native vlan 4094

 switchport mode trunk

 switchport nonegotiate

 spanning-tree portfast trunk

interface GigabitEthernet3/17

 description HP BLADE CENTER CHANNEL-GROUP 1

 no ip address

 speed 1000

 duplex full

 switchport

 switchport trunk native vlan 4094

 switchport mode trunk

 switchport nonegotiate

 spanning-tree portfast trunk

 spanning-tree bpduguard enable

 channel-group 1 mode active

!

interface GigabitEthernet3/18

 description HP BLADE CENTER CHANNEL-GROUP 1

 no ip address

 speed 1000

 duplex full

 switchport

 switchport trunk native vlan 4094

 switchport mode trunk

 switchport nonegotiate

 spanning-tree portfast trunk

 spanning-tree bpduguard enable

 channel-group 1 mode active

The HP c7000 Blade Center: It was found that a problem with getting the entire configuration to work was attributed to the Blade Center Ethernet virtual connect modules. Although these modules were designed for redundancy and failover, they provided a problem during the configuration when using the “Shared Uplink set” option. Using this option, it allows you to create a port channel to the switch, however it is not recognized properly and supported by the ESX server. The ESX server will then refuse to tag packets leaving the interface going through the shared uplink. It does work if you only have one vlan configured on the ESX virtual switch for the entire ESX server, however this is not beneficial when segmenting your network and also creates a burden on the console port used to control the ESX server. 

NOTE: To configure the HP Blade Center, it requires some knowledge of the c7000 Blade Center and its Virtual Connect Manager before continuing.

How to configure the Blade Center:

1. To configure the Blade Center, configure a network port group that will connect to the etherchannel on the switch. Make sure port speed and duplex is the same on all switch ports. DO NOT use the “Shared Uplink set” option unless you are only going to configure one virtual switch on your ESX server. Review the sample configuration below.

2. Once you have the network port group configured, assign it to the profile used for the ESX server blade. Review the sample configuration below.

Configuring the network port group connected to Catalyst switch.
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Assigning it to the profile used for the ESX server blade.
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Configuring VMWare ESX Server: The default configuration for ESX server basically does the job. The only modification is to the method of load balancing that was going to be utilized by the workstations/servers. It was set to use the source MAC hash which was the same as the “port-channel load-balance src-mac” command used on the Cisco switch. Make sure to add vlan 4094 on the General page so that it is the same as the port channel on the switch. To add vlans to ESX server it only requires that you create a separate network object for each vlan. Once the object is created, assign the default vlan on the “General” page, and then configure it under the virtual server that you create.

NOTE: To configure VMWare ESX Server basic knowledge of the system is required. Please make sure you’re familiar with the system before applying any configurations.

To configure the load balancing mechanism and VLANs on the ESX Server host:

1. Go to the VMWare Infrastructure Client and click on the “Configuration” tab and then choosing “Networking”. From there, choose the virtual switch that is used to connect the guests to the network and click on the “Nic Teaming” tab. Click the drop down box next to “Load Balancing and choose “Route based on source MAC hash” 

2. Click the OK button on the bottom of the page to apply the configuration. See sample below.

3. To create a new VLAN, click the “Add” button on the bottom of the network configuration window and choose “New Network” from the options. On the General tab under “Vlan ID”, add the number of the Vlan that you wish to trunk across the virtual switch and then choose OK at the bottom to apply the configuration. See sample below.
Configuring VMWare network load balancing mechanism.
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Below is
Sample VLAN configuration for a network object created in ESX server.
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