VMWare ESX 5.x Best Practices and Installation Guide

Executive Overview:

In recent months there has been a growing interest within Corporate for virtualizing our hardware using Vmware products.  Although there are quite a few instances of the GSX version within the company, more and more people are becoming interested in ESX as it has some significant advantages from a performance and manageability standpoint.  

To validate whether this technology can be a benefit to Corporate, a Proof of Concept meeting was organized between interested business units within Corporate, (Hardware provider) and VMWare (Software provider)
The proof of concept phase consisted of some hands-on exposure with HP servers, SAN hardware and Vmware ESX with Virtual Center & VMotion.  The primary goals for this session were as follows:

· Validate Vmware ESX is the platform of choice. 

· Determine if Vmware ESX will satisfy the needs we have. 

· Determine architecture standards for Vmware GSX/ESX. 

· Make recommendations to the rest of the Corporate Enterprise Server Standards team for standard purchases and configurations of Vmware.

This document is meant to define standards and best practices approved by the Corporate Enterprise Server Standards Team and provide an Installation guide to aid in a successful deployment of VMWare ESX 5.X on HP Proliant hardware.

Hardware Standards
HP DL380G3
4-6 Virtual Machines per processor (depending on application)
Recommended minimum 512MB Memory per Windows Virtual Machine
Recommended 2GB-4GB per processor.  4GB-8GB per DL380

2 Disk Controllers recommended for performance (1 for Service Console, 1 for VMFS)

SAN required for VMotion  (discussed later in this document)

Link to SAN compatibility guide

3 NICs (One for Service Console, Two for VM Network Teaming)


*An additional Gigabit NIC is required for VMotion

Minimum 10 GB Hard Disk space for Service Console (RAID1)

(Recommend using internal controller for RAID1 Service Console)


(Recommend additional disk controller for VMFS)

Other Hardware Alternatives (Not yet tested by Corporate)

DL385 – 64-bit AMD Opteron processors (not yet certified by VMWare)
DL580 – 32-bit 4-way box.  8GB-16GB
DL585 – 64-bit AMD Opteron processors.  10GB-20GB RAM
Why 64-bit?

The 64-bit Opteron processors from AMD will support 32-bit applications like Vmware.  According to HP testing running a 32-bit application like Vmware ESX on the Opteron processor can result in 5-40% performance improvements over comparable 32-bit processors. With VMWare the improvement is closer to 40%.  It also can more effectively share memory.  For Vmware ESX this is especially important as the number of virtual machines it will support is typically limited by the amount of memory on a server. 
Pre-Installation Best Practices

Full Table APIC

BIOS – Advanced Options > MPS Table Mode > Full Table APIC

Reason: The IOAPIC (Input/Output Advanced Programmable Interrupt Controller) controls the flow of interrupt requests in a multi-processor system. It also affects the mapping of IRQs to interrupt driven sub-systems such as PCI and ISA devices. 

“Full IOAPIC Table” support should be enabled for all ProLiant servers running VMware ESX 5.X When the “Selected OS” option is set to “Windows” in the RBSU, “Full IOAPIC Table” support is enabled.
Hyper- Threading

BIOS – Advanced Options > Processor Hyper-threading > Enabled

Reason: Hyper-Threading is an embedded processor technology that allows an operating system (OS) to view a single CPU as two logical units. The processor is capable of managing multiple tasks between different requesting applications. VMware ESX Server 2.1 supports Hyper-Threading. To verify Hyper-Threading is enabled at the ROM level, enter the RBSU during system POST by pressing F9, and then select Advanced Options from the Main Menu. Select Processor Hyper-Threading. To verify Hyper-Threading is available for use by the kernel, check /proc/vmware/sched/ncpus in the VMware console.

Disk Array

Configure Array using Compaq Array Configuration Utility before installing VMWare ESX.


Reason: So that VMWare ESX sees a logical disk to install onto.

Disable Unused Controllers

If using multiple disk controllers, disable any controllers in the system that are not in use (i.e. on-board RAID controllers)

Reason:  VMWare installation will look at the first controller in bus order and if it does not find drives attached, it will not install.

Use separate disk controllers for Service Console and VM disks recommended
Use a dedicated disk controller and RAID 1 technology for Service Console disks

Use a dedicated disk controller for VM disks using your preferred RAID option.



Reason: Performance?
NIC(s) – Minimum 3 NICs


Use a dedicated NIC for service console.


Use a minimum of two NICs for VM network



Reason: Performance and redundancy
Installation Guide

To be added.  A detailed installation guide with screenshots.

VMWare Configuration Best Practices

Dedicate 512MB memory to Service Console

This is done during installation.  You will be asked how many virtual machines you plan to run on this host.  Choose the maximum.  This can always be reduced later but cannot be increased.

Reason: This creates a swap disk partition which cannot be easily altered.  By selecting 512MB memory for the service console, the largest swap file (1.5GB) will be created allowing for maximum growth.

Virtual Switch (Network) Labels

Standardize Network Label naming for virtual switches
vmnet for Virtual Machine network (These are case sensitive)
Reason: If you migrate a VM to a different host, the configuration of that VM must match that of the host or the VM will not connect to the network.

VM File Structure

Create a standard directory where your VM configuration and log files will reside. VM disk files (.dsk) will reside in the VMFS folder
Reason:  All VMs create a vmware.log file and these files will conflict if you have multiple VMs in the same directory.  This could also have adverse affects on how MAC addresses are assigned to VMs.

Label your VMFS volume - Label your VMFS volume(s) using Options > Disk

Reason: If using a SAN, the mount order may change based on the order the LUNs are detected.  Using a label allows your VMs to still find their disks.

If storing ISO images on VMFS LUN, VMs may not be able to access the files due to the symbols used such as :

Easier to type and comprehend than the standard

Virtual Multi-Processing

Do not purchase Virtual SMP or configure your VMs to use multiple processors unless your application requires.

Reason:  If your application is processor intensive, it may not be a viable candidate for virtualization.

LSI Logic SCSI Controller for Win2K3

Windows 2003 natively supports this controller. 



Reason:Performance
Security - Create local accounts


Create a local account(s) for anyone requiring MUI access.  These accounts may synchronize with Active Directory accounts by installing a plugin from VMWare.



Reason: Control the level of access for users of the MUI



Note: This is not required if using Virtual Center

Reason:  Virtual Center will authenticate users against active directory natively.

Enterprise Server Build
Locate the VMWare boot image file by referencing the Enterprise server build doc from your local media share (\\<imageserver>\srvbuild\2knetwork.doc) Create a folder on the VMWare ESX server with Full Control permissions.  Use WinSCP to copy the VMWare bootdisk image file to this directory.  When building a VM, point the virtual floppy to the bootdisk image you copied to the ESX Server. Use vlance NIC driver for build process.  Switch to vmxnet once the server is built.
HP Management Agents

HP has management agents for VMWare ESX servers allowing you to view them via web interface just like Windows based HP installs.


ESX 5.X – Use HP Management Agents ver. 7.1

Extract source code file to root filesystem.  tar –xvf <filename>

This will create a folder structure /hpmgmt/711/
Change directory to /hpmgmt/711

Type ./install to install the agent

Virtual Center Best Practices

Database


Use SQL Server Database and ODBC connection from Virtual Center server.


100MB-200MB disk space 

Sysprep

Sysprep needs to be in C:\Program Files\Virtual Center\resources\windows\sysprep\1.1 in order for Virtual Center to use it.

Note: This is not needed if using Enterprise Server Build

Security

Whatever ID you install Virtual Center with becomes the Virtual Center Admin

VMotion Best Practices

NIC(s) - Gigabit

Use dedicated gigabit adapter (virtual switch) for VMotion traffic

Storage Attached Network


SAN required for VMotion to work

SAN Configuration

If using redundant SAN Switches, grant HBA worldwide Ids from both adapters access to the LUN (Array)

Backup / Disaster Recovery Best Practices

How to back up files that make up a VM
Suspend your VM and backup the 3 files that make up the VM.  *.dsk (hard drive), *.vmss (memory), *.vmx (configuration file).



Note: This can be scripted.  VMWare has provided an example script.
How to backup VMs without downtime

Option to freeze memory and create a dynamic redo log??? For backing up without downtime.  (need more info from VMWare)

A 2-day VMWare training session is available for more information.

Additional Recommendations/Tips
· VMKernel Page File local.  Not on SAN.  Equal to amount of RAM

· Use one Virtual Center server for entire enterprise? Save cost.

· Standard directoy to store VM files

· Standard disk size for Enterprise Server build

· Standard name for .dsk file (VMs hard drive)

· Recommended no more than 8 VMs per processor
· Command to create a CD .iso from physical media ???

· Dd if=/dev/cdrom of=nameofiso.iso bs=32k

· Scripts are available to deploy VMWare ESX Servers using Rapid Deployment Pack onto Blade servers.  (more information from Brad TerEick – HP)

· Vmkpcidivy –i (???)

· Vmkfstools (???)

· Esxtop shows memory used and top CPU usage (command line)
· Veritas Clustering supported (see doc)

· Microsoft Clustering supported (see doc)

· http://servername/vmkusage (must run vmkusagectl install from command line)
· VM will address a maximum of 3.6GB RAM

· Service Console and VMKernel require separate swap files

· NTP time synchronizing

· Best practice from Vmware is to install Vmware tools on each guest OS.  Then sync the virtual machine with the host machine.  Sync the host machine with an NTP server.

· NTP architecture at Corporate
· VMWare Tools – Driver Signing – Not autorunning.

Questions

· Will VMWare support auditing by user in the future?

· VMWare events created by tasks list username in reason column

· V2P document – moving a VMWare OS to a standalone server?

· Notification of maintenance expiration? (Aldert)
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