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Smarts Overview

SMARTS InCharge automates the following functions:

· Monitoring and Aggregation – This is the simple function of monitoring data from many different objects in the IT infrastructure, and collecting it in a single place.

· Integration and Correlation – This is the process of piecing together monitored data from different sources to build an understanding of:

· What the objects in the infrastructure and how are they related.

· What is the state of each IT object and how is its behavior correlated with that of related IT objects

· What and how business processes and users are dependent on these IT objects.

· Root Cause and Impact Analysis – This process provides the ultimate actionable information to sustain service:

· Is something wrong?  Hundreds of alarms don’t necessarily indicate a problem

· What precisely are the problems that need to be fixed?

· What is the impact of these problems on the business, i.e., how important and urgent is it to fix them?

To solve these issues, SMARTS uses a top-down approach to network and systems management.  The approach consists of:

· Identifying the IT objects (logical and physical) that support the servers, including servers, routers, firewalls, applications, databases, cables, etc.

· Determining what can go wrong with each object that can impact services.  These are called authentic problems to distinguish them from random symptoms.

· Identifying the symptoms that can be used to recognize each authentic problem.

The InCharge platform then pinpoints authentic problems by monitoring for the symptoms that indicate them.  This is like medical diagnosis: Doctors know the symptoms that indicate serious illnesses – it’s these symptoms combinations they look for when they diagnose a patient.

To implement this top-down approach, SMARTS introduces two breakthrough technologies that work hand-in-hand:

· A common information model across IT and business domains.

· Patented Codebook Correlation Technology for automatically recognizing authentic problems anywhere in the infrastructure and determining their impacts.

Integration and Correlation through the ICIM Repository

InCharge maintains a wealth of knowledge about IT objects, business objects and their complex relationships in the InCharge Common Information Model (ICIM) Library.  CIM is based on the DMTF CIM standard and covers:

· IT objects such as cables, switches, VLANs, firewalls and their components.

· Business objects such as customers, users and service offerings.

· Relationships such as connectivity, layering, clustering, service and subscription.

Generic library object models include a rich semantics of data attributes, relationships, authentic problems and impacts, symptoms each problem causes, and how they propagate along relationships.

The ICIM Repository is a representation of a specific customer environment, built by instantiating generic objects from the ICIM Library. It is populated using results of InCharge Auto-Discovery, pieced together with data about business objects and their "last mile" relationships to the infrastructure. The ICIM Repository provides a uniquely rich context for integrating third-party topology, events, data, and results of analysis, as well as for interpreting the significance of events and correlating them with one another. Open APIs support easy import and export of Repository information. 

SMARTS InCharge Availability Manager 5.x

Critical network operations rely heavily on the ability to provide uninterrupted services to customers, partners, vendors and employees.  IT organizations and service providers are challenged to guarantee optimal functioning of every application, system and network object, both individually and in correlation with other objects in the service delivery infrastructure.

SMARTS InCharge takes a holistic approach to infrastructure management, bridging the gap between IT and the business.  It leverages a common information model across IT and business domains, together with patented Codebook Correlation Technology (CCT) for analyzing authentic problems that affect service delivery anywhere in the network.  The result is unique business benefits including improved quality of service, reduced operational costs, faster launch of new services and the alignment of IT with business objectives.

Services.  SMARTS shall provide maintenance services such that the Software listed in remains free of material programming errors and operates and conforms to the Documentation.

1 Telephone Support Service.  

a. General.  SMARTS provides two types of maintenance service plans:

i. Standard – (SMARTS will provide to Customer unlimited telephone support ("Telephone Support Service") Monday-Friday, during the hours of 9AM-6PM EST ("Telephone Support Hours").  Telephone Support Service will include telephone and research time performed by SMARTS' Telephone Support staff.

ii. Premium – (SMARTS will provide to Customer unlimited telephone support ("Telephone Support Service") 24 hours, seven days a week. ("Telephone Support Hours").  Telephone Support Service will include telephone and research time performed by SMARTS' Telephone Support staff.

iii. Procedure.  Customer will report Malfunctions by calling the Telephone Support Service.  If a Telephone Support staff member is not immediately available during the Telephone Support Hours, one will be assigned and a call back to Customer initiated within four (4) hours of the original call.  If the Telephone Support staff member handling a certain request is unable to provide adequate assistance to Customer for such request hereunder, then within two (2) hours following the call back to the Customer, SMARTS will supply one or more alternative Telephone Support staff member(s) who are able to respond to the request to Customer's reasonable satisfaction.  The immediately foregoing sentence notwithstanding, SMARTS will provide service in accordance with Section 1(b) of this Agreement for any Telephone Support Service request that reports a Malfunction.  

2 Corrective Maintenance.  

a. Scope.  SMARTS will maintain the Software and each component thereof so that such Software and component operate in conformity with the Documentation and with the descriptions and specifications in this Agreement.  SMARTS promptly will transmit by the most expeditious means available corrective material and related instructions for correcting Malfunctions. The definitions of the Malfunction classifications are as follows:

· Severity Level 1:  A problem which renders the Software or a major component of the Software inoperative, causes a significant and ongoing interruption to the end-user's business activities or causes an unrecoverable loss or corruption of data.

· Severity Level 2:  A problem which causes the Software to be inoperative, disrupted or malfunctioning and which materially interferes with Customer's use of the Software. 

· Severity Level 3:  Any problem in the Software which causes the Software not to function in accordance with applicable specifications, including the Documentation, but which causes only a minor impact on Customer's use of the Software and for which an acceptable circumvention is available.

· Severity Level 4:  Any general questions and wishes pertaining to the Software and all Malfunctions in the Software which are not included in the other Malfunction classifications.

b. Procedure.   

i. Report of Malfunction.  With respect to a report of any Malfunction, Customer personnel making such a report will describe to the Telephone Support staff the Malfunction in reasonable detail and the circumstances under which the Malfunction occurred or is occurring and will, with the assistance of the Telephone Support staff members, classify the Malfunction as a Severity Level 1, 2, 3 or 4 Malfunction. 

ii. Critical Malfunctions.  If a Severity Level 1 or 2 Malfunction (each, a "Critical Malfunction") cannot be corrected to Customer's reasonable satisfaction through communication with the Telephone Support staff within twenty four (24) hours after SMARTS receives the description of the Malfunction, SMARTS will: (1) immediately escalate the problem to SMARTS's technical support management; (2) take and continue to take the actions which will most expeditiously resolve the Critical Malfunction; (3) provide a report to Customer of the steps taken and to be taken to resolve the problem, the progress to correction and the estimated time of correction, and update that report every  twenty four (24) hours until the Critical Malfunction is resolved; and (4) every  twenty four (24) hours, provide increasing levels of technical expertise and SMARTS management involvement in finding a solution to the Critical Malfunction until it has been resolved.

iii. SMARTS' Level of Effort.  SMARTS will work continuously (around the clock) until any Critical Malfunction for which a correction or workaround has not been achieved has been resolved.  Additionally, if a correction or workaround to a Critical Malfunction has not been achieved within ten (10) days, then SMARTS will travel to the site of the Malfunction if Customer reasonably believes that such travel will increase the probability of expeditious resolution of the Critical Malfunction.  Unless otherwise specified by Customer, SMARTS will work continuously during normal SMARTS work hours to resolve any Severity Level 3 Malfunction.  SMARTS and Customer will mutually agree upon a schedule within which to resolve any Severity Level 4 Malfunction.

c. Action Required from SMARTS.  For a Critical Malfunction, SMARTS will provide an immediate correction which SMARTS will then promptly add to the appropriate part of the Software for Customer to test.  For a Severity Level 3 or 4 Malfunction, SMARTS will provide a correction as promptly as reasonably achievable, and at Customer’s request will seek to establish with Customer a mutually-agreed schedule for the correction to be provided.

d. Access to be Provided by Customer.  Customer will provide to SMARTS the access to the Software and the equipment on which it runs as may be necessary to perform the Services hereunder.

3 Maintenance Modifications. 

a. SMARTS will notify Customer whenever any Maintenance Modifications are available for licensing by SMARTS, along with sufficient information to allow Customer to decide whether to license such Maintenance Modification, and will make such Maintenance Modifications available to Customer prior to, or at the same time as, SMARTS makes such Maintenance Modifications available for use by any other customer of SMARTS.  Maintenance Modifications shall be provided at no additional charge.

b. SMARTS will maintain in-force maintenance agreements with each third-party software supplier whose software is incorporated in, or necessary for the use of, the Software so that SMARTS and Customer will receive Maintenance Modifications to such software.  

SMARTS will limit support under this Agreement to the current Licensed Software release and one release back for major releases and two releases back for bug fix releases.
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Network Element Layer (NEL) defines interfaces for the network elements, instantiating functions for device instrumentation, ideally covering all FCAPS areas.

Element Management Layer (EML) provides management functions for network elements on an individual or group basis. It also supports an abstraction of the functions provided by the network element layer. Examples include determining equipment errors, measuring device temperatures, collecting statistical data for accounting purposes, and logging event notifications and performance statistics.

Network Management Layer (NML) offers a holistic view of the network, between multiple pieces of equipment and independent of device types and vendors. It manages a network as supported by the element management layer. Examples include end-to-end network utilization reports, root cause analysis, and traffic engineering.

Service Management Layer (SML) is concerned with, and responsible for, the contractual aspects of services that are being provided to customers. The main functions of this layer are service creation, order handling, service implementation, service monitoring, complaint handling, and invoicing. Examples include QoS management (delay, loss, jitter), accounting per service (VPN), and SLA monitoring and notification.\

Business Management Layer (BML) is responsible for the total enterprise. Business management can be considered a goal-setting approach: "What are the objectives, and how can the network (and network management specifically) help achieve them?"

The OSI recommendation is one document within the M series. It specifies five management functional areas (FCAPS):

· Fault management— Detect, isolate, notify, and correct faults encountered in the network.

· Configuration management— Configure aspects of network devices, such as configuration file management, inventory management, and software management.

· Accounting management— Collect usage information of network resources.

· Performance management— Monitor and measure various aspects of performance so that overall performance can be maintained at a defined level.

· Security management— Secure access to network devices, network resources, and services to authorized individuals.

The following section provides more details about each area. This chapter covers the FCAPS model extensively, because it sets the foundation for network management in general and provides a good understanding of accounting and performance management and their potential relationship to each other. Therefore, not only the accounting and performance parts of FCAPS are addressed, but the full model. Afterwards, other standards are discussed solely based on their specific relationship to accounting and performance management. Also, note that there is not an exact match between the brief FCAPS summary in Chapter 1 and the extended details for accounting and performance in this chapter. 

Fault Management

Fault management is a set of functions that enable the detection, isolation, and correction of abnormal operation of the telecommunication network. The quality assurance measurements for fault management include component measurements for Reliability, Availability, and Survivability (RAS). Fault management consists of the following functions:

· RAS quality assurance establishes the reliability criteria that guide the design policy for redundant equipment (a responsibility of configuration management) and the policies of the other function groups in this area.

· Alarm surveillance describes the capability to monitor network element failures in near-real time.

· Fault localization describes where the initial failure information is insufficient for fault localization. It has to be augmented with information obtained by additional failure localization routines at the application level.

· Fault correction transfers data concerning the repair of a fault and the control of procedures that use redundant resources to replace equipment or facilities that have failed.

· Testing can be carried out in two ways. In one case, a network element analyzes equipment functions, where processing is executed entirely within the network element. Another method is active testing of external device components, such as circuits, links, and neighbor devices.

· Trouble administration transfers trouble reports originated by customers and trouble tickets originated by proactive failure-detection checks. It supports action to investigate and clear the problem and provides access to the status of services and the progress in clearing each problem.
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