The first meeting of the IEEE Computer Society "Local Network Standards Committee", Project 802, was held in February of 1980. 802 = (February of 1980)

802 = llc,   802.3 = ethernet, 802.5 = token ring,   802.10 = Security

The internet is a collection of networks interconnected by computers.

TCP/IP defines an abstraction of “network” that hides the details of physical networks.

The TCP/IP internet protocols treat all networks equally. A local area network like an Ethernet, a wide area network like NFSNET backbone, or a point-to-point link between two machines each count as one network.

Communications that interconnect two networks and pass packet from one to the other are called Internet Gateways or Internet routers. Only gateways provide connections between physical networks in, an internet. Gateways route packets between networks by receiving them from one network and sending then to another.

It may be necessary for traffic traveling from one machine to another to pass across several intermediate networks. In a TCP/IP internet, computers called gateways provide all interconnections among physical networks.

TCP/IP is designed for use with many different kinds of network. Unfortunately, network designers do not agree about how big packets can be. Ethernet packets can be 1500 octets long. Arpanet packets have a maximum of around 1000 octets. 

Some very fast networks have much larger packet sizes. At first, you might think that IP should simply settle on the smallest possible size. Unfortunately, this would cause serious performance problems. When transferring large files, big packets are far more efficient than small ones. So we want to be able to use the largest packet size possible. But we also want to be able to handle networks with small limits. There are two provisions for this. First, TCP has the ability to "negotiate" about datagram size. 

When a TCP connection first opens, both ends can send the maximum datagram size they can handle. The smaller of these numbers is used for the rest of the connection. This allows two implementations that can handle big datagrams to use them, but also lets them talk to implementations that can't handle them. However this doesn't completely solve the problem. 

The most serious problem is that the two ends don't necessarily know about all of the steps in between. For example, when sending data between Rutgers and Berkeley, it is likely that both computers will be on Ethernets. Thus they will both be prepared to handle 1500-octet datagrams. However the connection will at some point end up going over the Arpanet. It can't handle packets of that size. For this reason, there are provisions to split datagrams up into pieces. (This is referred to as "fragmentation".) The IP header contains fields indicating that a datagram has been split, and enough information to let the pieces be put back together. 

If a gateway connects an Ethernet to the Arpanet, it must be prepared to take 1500-octet Ethernet packets and split them into pieces that will fit on the Arpanet. Furthermore, every host implementation of TCP/IP must be prepared to accept pieces and put them back together. This is referred to as "reassembly".

TCP/IP implementations differ in the approach they take to deciding on datagram size. It is fairly common for implementations to use 576-byte datagrams whenever they can't verify that the entire path is able to handle larger packets. This rather conservative strategy is used because of the number of implementations with bugs in the code to reassemble fragments. 

Implementers often try to avoid ever having fragmentation occur. Different implementers take different approaches to deciding when it is safe to use large datagrams. Some use them only for the local network. Others will use them for any network on the same campus. 576 bytes is a "safe" size, which every implementation must support
Proposed a suite of protocols named TCP/IP (Transmission Control Protocol/Internet Protocol) that proved to respond well to the following requirements:

· Ability to route data between subnetworks 

· Independence of subnetwork technology 

· Independence of host computer hardware 

· Independence of operating system 

· Tolerance of any error routes in subnetworks 

· Robust recovery from failures 
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Ability to add a new subnetwork and keep going

TCP/IP protocol stack



The most well-known applications in TCP/IP are:

· telnet - Remote control of a distant computer port from a local keyboard 

· ftp - File Transfer Protocol 

· SMTP - Simple Mail Transfer Protocol (e-mail) 

· SNMP - Simple Network Management Protocol 

· ping - Packet Internet Groper (network reachability test) 

· TFTP - Trivial File Transfer Protocol (a 'quick and dirty' way to transfer files without security and without error control) 

There are two kinds of "packing" protocols: TCP (Transmission Control Protocol) and UDP (User Datagram Protocol).

TCP is a sophisticated full-duplex (both directions of transmission are used simultaneously) protocol that chops the file to be transmitted into pieces called 'segments' that can be as small as 21 bytes and as big as 64,000 bytes. Each segment is sequenced by the sending TCP and acknowledged by the receiving TCP. The receiving TCP is controlling the flow of segments by allocating a 'window' of 'so many bytes' that the transmitter can send at any time. In addition, TCP can flag data as "urgent" or "externally urgent/to be pushed", and can negotiate maximum segment size. The segments are transmitted in sequence and checked for accuracy (with an error checking code called CRC or "Cyclic Redundancy Check") and retransmissions are requested when errors are detected.

The TCP sequence number, acknowledgment number, CRC, destination and source port flags and options are placed ahead of the data in a so-called 'header'. 

TCP/IP (Transmission Control Protocol/Internet Protocol) that proved to respond well to the following requirements: 

· Ability to route data between sub-networks 

· Independence of sub-network technology 

· Independence of host computer hardware 

· Independence of operating system 

· Tolerance of any error routes in sub-networks 

· Robust recovery from failures 

· Ability to add a new sub-network and keep going 

The TCP/IP protocol suite was a real winner from start - and it was soon integrated into the UNIX operating system. It became the internetworking technology of choice for both the government and non-government networks. It is now used for Internet access and routing and, with some modifications, it may be the technology for the future internetworking as well. Let's see what TCP/IP consists of. 

You see, a network with networking software is solving interconnectivity problems for basically three types of applications: file transfer, data-base inquiry and response, and electronic mail. The networking software handles common tasks for such applications such as how to access the desired file, what security to provide, and how to encode and present the information. 

It's like a genie who comes out of this bottle called network and says, "Master, you have three wishes - what will they be? What presentation orders do you have? (Code, encryption, compression types; printing fonts, etc.) What session security options do you want? (Password, account name or number, log-on/log-off message, etc.) And, what operation do you want executed? (File transfer, inquiry-response, e-mail)." Then the genie of the network performs these functions under the "layer" of programs called the Application Layer or Host-to-Host Layer in the TCP/IP protocol suite. 
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Figure 1: TCP/IP Protocol Stack 

The most well-known applications in TCP/IP are: 
· telnet - Remote control of a distant computer port from a local keyboard 

· ftp - File Transfer Protocol 

· SMTP - Simple Mail Transfer Protocol (e-mail) 

· SNMP - Simple Network Management Protocol 

· ping - Packet Internet Groper (network reachability test) 

· TFTP - Trivial File Transfer Protocol (a 'quick and dirty' way to transfer files without security and without error control) 

There are many others, but these are the 'core' applications. Except for ping (which is a simple diagnostic -- it basically sends a packet and expects it echoed back from the destination to see whether the destination was reached and how long it took to get there and back), the others are client-server applications. Files are transferred to/from the server from/to the client, e-mail is sent from a client to a mail-server, and is read from the server by a recipient client, and remote control of a host port is in fact control of a telnet server port by a telnet client. 

For these applications each client runs "client software" or "front-end software" while the server runs "server software" or "back-end software". The client and server application programs interact, first by invoking the opening of a session (login message, password, address or name of resource to be accessed), then by creating a transmit and a receive buffer for that session in both the client and the server and selecting the proper presentation parameters (code, encryption, compression, print formats, etc.). Once this phase is over, the "packing/unpacking" layer is called. 

There are two kinds of "packing" protocols: TCP (Transmission Control Protocol) and UDP (User Datagram Protocol). 

TCP is a sophisticated full-duplex (both directions of transmission are used simultaneously) protocol that chops the file to be transmitted into pieces called 'segments' that can be as small as 21 bytes and as big as 64,000 bytes. Each segment is sequenced by the sending TCP and acknowledged by the receiving TCP. The receiving TCP is controlling the flow of segments by allocating a 'window' of 'so many bytes' that the transmitter can send at any time. In addition, TCP can flag data as "urgent" or "externally urgent/to be pushed", and can negotiate maximum segment size. 

The segments are transmitted in sequence and checked for accuracy (with an error checking code called CRC or "Cyclic Redundancy Check") and retransmissions are requested when errors are detected. 

The TCP sequence number, acknowledgment number, CRC, destination and source port flags and options are placed ahead of the data in a so-called 'header'. 
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Figure 2: TCP Header 
 

 A TCP segment consists of its header and the data attached to it. The source and destination ports are used to define the client and server session numbers. 

UDP is a very simple protocol that attaches a header to the data consisting of a destination and source port number and a CRC and sends the data one packet (datagram) at a time with no sequencing or error control. 
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Figure 3: UDP Header 

  If you folks ever read nerdic books that show 'headers' and 'segments' like these figures, you might wonder what they mean. These are 'bit maps', says N. Erd. I see them as chests of drawers. For example, the TCP header contains a drawer called 'acknowledgment number', one called 'sequence number', one called 'flags', one called 'windows', etc. 

The bits are extracted from each drawer in the transmitter and sent one by one through the network until they reach the receiver. At that point they get stored in their respective drawer (acknowledgment bits in the 'acknowledgment' drawer, sequence bits in the 'sequence' drawer, etc.). Then the mighty session or application looks in each drawer and interprets the bits to take action based on the results of that interpretation. TCP and UDP are what they call 'transport layer protocols' in the OSI (Open System Interconnect) layered protocol model. 

If you read what I learned about routing, you'll see that the transport layer is responsible for 

· Chopping user messages into packets for the purpose of error control (it's better to have to retransmit only a packet that was found in error, than the whole message) 

· Flow control (there is only so much space available in the receive buffer - and if its all occupied we can stop transmission at the next packet, in the middle of the message if necessary) 

· Sharing (multiplexing) links (packets from user A can be traveling the same link as those from user B, C, etc., without the message of one user having to wait for the passage of an entire message of another user) 

These packets (called segments in TCP/IP) are only prepared for travel by TCP and - once arrived at destination – are reassembled by the receiving TCP program into the original message. TCP then delivers the message to the proper session/application (ftp, telnet, etc.). The delivery is done through the 'port'. So, TCP is not moving data physically - it is only 'packing' and 'unpacking' it. The programs and hardware in charge of moving data are called by TCP to do the work. 

The 'network layer' program is responsible for putting the packets in an envelope, writing a destination address and a source address and some special delivery options on the envelope, and then requesting the 'data link layer' and the 'physical layer' to deliver the envelopes. These lower layers are the real movers. In TCP/IP, the 'network layer' is IP (Internet Protocol). The 'envelope' that IP uses to put the TCP segments in is actually another header. The envelope with the segment in it is called an 'IP Datagram'. 
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Figure 4: IP Header 
 The IP header (chest of drawers) contains 

· Destination and source IP addresses 

· A 'type of service' which shows how this particular datagram is to be delivered (over which type of media - fiber, satellite, etc., and how fast) 

· A CRC (error checking code) for the header (IP is unreliable - it does not check data, only the header information is checked, and that's because if addresses are corrupted the datagram might fall into the wrong hands) 

· Information regarding fragmentation of this datagram - sometimes large IP datagrams (maximum 64,000 bytes) cannot be sent over some parts of the network that can only handle shorter segments or fragments, so the datagram is fragmented by the transmitter and reassembled by the receiver (see Fig. 5) 

· Various options regarding this datagram, including how to route it, how to identify it (security labeling), how to trace the places through which it passes, how to time-stamp it for delay measurement, etc. 

· Finally, there are some other nerdic pieces of information such as its length, header length, software version, unique identifier, and a 'protocol' number, which shows whether the segment in the datagram is TCP data or a UDP packet or some other type of datagram. 
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Figure 5: Fragmentation 

 

The way this stuff works is just like the routers article explains it. In the originating host, TCP or UDP segments the message and hands over the segments to IP. IP makes the segments into datagrams by writing the IP headers, then sends the datagrams to a 'default router' (which the TCP/IP nerds call a gateway). Each router examines each datagram's IP header and compares the destination IP address to that of the network under its supervision. If the addresses match, than the router admits the packet in and sends it on the network to the destination host. If not, the router looks in some tables to find the next hop router (post office) where to send (route) the datagram. The last router (the one that matched the destination IP address to its network) has to physically deliver the datagram to the destination IP address host. Since there is absolutely no correspondence between an IP address and a MAC (Medium Access Control) physical address, the router has to have a table like a directory that shows which MAC address corresponds to which IP address. This table is called an Address Resolution Protocol (ARP) table. If the host's address is not in the table, the router will send an "ARP" packet asking "Host IP address - what's your MAC address, buddy?" The host responds (or some proxy for that host), and then the router sends the IP datagram to the physical MAC address found in the response. 
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Figure 6: Routing Flow 
1. 1.2 attaches network header to data. DA = 3.4, SA = 1.2. 

2. 1.2 sends packet over token ring to default router 1.5. 

3. Router accepts and ACKs the packet. 

4. Router examines destination network number (3), looks in routing tables for best path, drops token ring envelope and builds a WAN envelope, then sends packet over WAN. 

5. Packet is sent from router to router via best path according to routing tables, based on destination network number. 

6. Router 3.5 recognizes DA as its own, drops WAN envelope and builds Ethernet envelope, and places packet on LAN. 

7. 3.4 recognizes the DA as its own, drops the Ethernet frame, and forwards the data to upper layers. 

 

Now that we've explained all these things, let me show you what an IP address looks like (it's all very nerdic!). 

An IP address is made of four groups of decimal numbers between 0 - 255 separated by dots. Like 190.21.23.41. Some of the numbers are special (like 0.0.0.0 or 255.255.255.255) and are used to designate the default gateway, a broadcast or multicast address, or some reserved numbers for the nerds to play with. 

A part of the address designates the network numbers, and the remaining part designates the host number. So, we may say an IP address has the format NETWORK.HOST. You see, computers don't like decimals - they like binary - so the neatly decimal numbers shown above are really transformed into binary by some magic that some N. Erd put in the computer's mind. A decimal number between 0 and 255 can be expressed in binary by using 8 binary digits (bits). For example a 5 would be 00000101, a 10 would be 00001010, a 254 would be 11111110, etc. I am too scared of these things to teach you, so take N. Erd's word for it and don't argue - or else you're doomed to do math. So an IP address, having 4 decimal numbers, needs 4 x 8 = 32 bits. 

Traditionally, the conventions are that there are three types of networks. 

· Class A networks use the first octet (8 bits) to designate the network, with the first (high-order) bit set to 0. The last three octets designate the host. So the Class A network addresses are 1.H.H.H to 127.H.H.H, where H is used to designate the host address octets. Class A addressing allows for 127 networks. 

· Class B networks use two octets to designate the network and two to designate the host. The network part must begin with 10. The Class B networks are 128.x.H.H to 191.x.H.H, where x is any number between 0 and 255. There can be 16,384 Class B networks. 

· Class C networks use three octets to designate the network and only one to designate the host. The network part begins with 110. The Class C networks are 192.x.x.H to 223.x.x.H, which allows for 2,097,152 networks. 

As you can see, there are very few Class A networks, but each of them can accommodate millions of hosts. A Class B network supports only 65,534 hosts, while Class C only 254 hosts (all 0 and 1 combinations are not allowed). 

There is also a Class D address (starts with 1110) used for multicasting and a Class E (1111) address reserved for the nerds. 

With the proliferation of PCs and the Internet growing like bread with too much yeast, they are running out of addresses – and therefore some solutions are proposed to conserve address space, and even to change the system. But - so far - most existing routers work on 'Class' assumption. 

So, if you're given one IP address, how can you route packets that come from outside your local network to a specific destination in one office or department so that no other office or department sees those packets? The key is, you have to split your network into smaller parts called sub-networks, each with a router in charge, and each identified by a group of bits from within the host portion of the big IP address. 

The problem is, how does a router know how many bits from the host portion are designating the sub-network? The nerds solve this with something called a 'mask'. A mask is a binary 32 bit number that has a '1' in all bit positions that have to be examined in a packet IP address and '0' in all bit portions that don't have to be examined, to determine what is the 'network' portion of the address. 
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Figure 7: Sub-networking and Masking 
  

You see, when a packet is to be allowed into the network or sub-network by a router, the router has to find if the network portion of the datagram address coincides with its own. To do so, it looks at the datagram's address through a window partially covered by a curtain. The curtain covers the 'host' portion and lets the router see only the 'network' portion. The curtain is made of '0's, while the uncovered glass window is made of '1's. This way, the router can see through 1's, the network bits, but cannot see through the 0's, the host bits. 
For example, if a company has a class B address but wants to divide their local network into 8 subnets, three additional bits are required to designate the subnet (2^3 = 8). In this case, the mask would have

to have 32 bits with the first 19 equal '1' and the last 13 equal to '0' (class B network requires 16 bits, plus three for sub-network). So the mask for this network would be 11111111.11111111.11100000.00000000, or, according to N. Erd, 255.255.224.0. 

Each sub-network can have 213-2 (= 8,190) hosts in such a network ("all 0s" and "all 1s"  are used for broadcasting and other dark purposes). 

Folks, other TCP/IP protocols deal with error control (ICMP - Internet Control Message Protocol), building routing tables (RIP - Route Information Protocol or OSPF - Open Shortest Path First), finding physical addresses associated with logical IP addresses (ARP - Address Resolution Protocol), establishing connection to other networks (PPP - Point-to-Point Protocol, EGP - Exterior Gateway Protocol), and finding IP addresses associated with names/directory services (DNS - Domain Name Service) etc
TCP/IP is a layered set of protocols. In order to understand what this means, it is useful to look at an example. A typical situation is sending mail. First, there is a protocol for mail. This defines a set of commands which one machine sends to another, e.g. commands to specify who the sender of the message is, who it is being sent to, and then the text of the message. However this protocol assumes that there is a way to communicate reliably between the two computers. Mail, like other application protocols, simply defines a set of commands and messages to be sent. It is designed to be used together with TCP and IP. TCP is responsible for making sure that the commands get through to the other end. It keeps track of what is sent, and retransmitts anything that did not get through. If any message is too large for one datagram, e.g. the text of the mail, TCP will split it up into several datagrams, and make sure that they all arrive correctly. Since these functions are needed for many applications, they are put together into a separate protocol, rather than being part of the specifications for sending mail. You can think of TCP as forming a library of routines that applications can use when they need reliable network communications with another computer. Similarly, TCP calls on the services of IP. Although the services that TCP supplies are needed by many applications, there are still some kinds of applications that don't need them. However there are some services that every application needs. So these services are put together into IP. As with TCP, you can think of IP as a library of routines that TCP calls on, but which is also available to applications that don't use TCP. This strategy of building several levels of protocol is called "layering". We think of the applications programs such as mail, TCP, and IP, as being separate "layers", each of which calls on the services of the layer below it. Generally, TCP/IP applications use 4 layers: 

· an application protocol such as mail 

· a protocol such as TCP that provides services need by many applications 

· IP, which provides the basic service of getting datagrams to their destination 

· the protocols needed to manage a specific physical medium, such as Ethernet or a point to point line. 

TCP/IP is based on the "catenet model". (This is described in more detail in IEN 48.) This model assumes that there are a large number of independent networks connected together by gateways. The user should be able to access computers or other resources on any of these networks. Datagrams will often pass through a dozen different networks before getting to their final destination. The routing needed to accomplish this should be completely invisible to the user. 
As far as the user is concerned, all he needs to know in order to access another system is an "Internet address". This is an address that looks like 128.6.4.194. It is actually a 32-bit number. However it is normally written as 4 decimal numbers, each representing 8 bits of the address. (The term "octet" is used by Internet documentation for such 8-bit chunks. The term "byte" is not used, because TCP/IP is supported by some computers that have byte sizes other than 8 bits.) Generally the structure of the address gives you some information about how to get to the system. For example, 128.6 is a network number assigned by a central authority to Rutgers University. Rutgers uses the next octet to indicate which of the campus Ethernets is involved. 128.6.4 happens to be an Ethernet used by the Computer Science Department. The last octet allows for up to 254 systems on each Ethernet. (It is 254 because 0 and 255 are not allowed, for reasons that will be discussed later.) Note that 128.6.4.194 and 128.6.5.194 would be different systems. The structure of an Internet address is described in a bit more detail later. 

Of course we normally refer to systems by name, rather than by Internet address. When we specify a name, the network software looks it up in a database, and comes up with the corresponding Internet address. Most of the network software deals strictly in terms of the address. (RFC 882 describes the name server technology used to handle this lookup.) 

TCP/IP is built on "connectionless" technology. Information is transfered as a sequence of "datagrams". A datagram is a collection of data that is sent as a single message. Each of these datagrams is sent through the network individually. There are provisions to open connections (i.e. to start a conversation that will continue for some time). However at some level, information from those connections is broken up into datagrams, and those datagrams are treated by the network as completely separate. For example, suppose you want to transfer a 15000 octet file. Most networks can't handle a 15000 octet datagram. So the protocols will break this up into something like 30 500-octet datagrams. Each of these datagrams will be sent to the other end. At that point, they will be put back together into the 15000-octet file. However while those datagrams are in transit, the network doesn't know that there is any connection between them. It is perfectly possible that datagram 14 will actually arrive before datagram 13. It is also possible that somewhere in the network, an error will occur, and some datagram won't get through at all. In that case, that datagram has to be sent again. 

Note by the way that the terms "datagram" and "packet" often seem to be nearly interchangable. Technically, datagram is the right word to use when describing TCP/IP. A datagram is a unit of data, which is what the protocols deal with. A packet is a physical thing, appearing on an Ethernet or some wire. In most cases a packet simply contains a datagram, so there is very little difference. However they can differ. When TCP/IP is used on top of X.25, the X.25 interface breaks the datagrams up into 128-byte packets. This is invisible to IP, because the packets are put back together into a single datagram at the other end before being processed by TCP/IP. So in this case, one IP datagram would be carried by several packets. However with most media, there are efficiency advantages to sending one datagram per packet, and so the distinction tends to vanish. 
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TCP/IP Illustrated (Richard Stevens  RFC 793)

NIC Network Information Center, assigns the network portion of the address and delegates responsibilities for assigning host addresses to the requesting organization.

Network Standard Byte order that all machines must use for binary fields in internet packets. The byte order specifies that integers are sent MSB (most significant Byte) First.

Host identifiers are classified as “Names, Addresses, or Routes”. Each host on a TCP/IP internet, is assigned a unique 32 bit internet address that is used in all communications with that host.

Multi-homed hosts have two or more network cards or physical connections. A “0” host-id refers to “THIS” host. If a host move from one network to another, it’s IP address must change.

127.0.0.0 is reserved for “LOOPBACK”, designed for testing and inter-process communication on the local machine.

A low-level protocol to bind addresses dynamically. Termed the Address Resolution Protocol (ARP), it provides a mechanism that is both effective and easy to maintain.

When a host resolves an IP address, it broadcasts a special packet that asks the host with the IP address to respond with its physical address. All hosts including the host making the request, but only the target host recognizes it’s IP address and sends a reply that contain it’s physical address. A broadcast is far to expensive to be used every time one machine needs to transmit a packet to another because if requires every machine on the network to process the broadcast packet. Hosts maintain a cache with recently acquired IP-to-physical address bindings so they do not have to use ARP repeatedly. The host looks at cache before sending a ARP request, for which we have to WAIT for a reply.

ARP is dividing into two parts;  physical addresses when sending a packet, and the other part answers requests from other machines. ARP is carried in a physical FRAME.







ARP Message

|  Frame Header  |

Frame Data Area


|

A Reverse ARP (RARP) a protocol to request an IP Address from a server (BOOTP)

Unreliable, connectionless delivery is called Internet Protocol (IP). An internet datagram, sometimes referred to as an IP datagram, or merely a “datagram”. A datagram can be 65,535 bytes (octets) in size.

MTU (Maximum Transfer Unit), Maximum datagram size (128, 1500 bytes). Optimal TCP (Transmission Control Protocol) segment size for file transfer from hosts to clients  (outbound).

Larger datagrams are divided into smaller pieces called fragments (fragmentation). Gateways often reduce the MTU causing fragmentation. 

Fragments are re-assembled at the destination host ( a timer exists (TTL) for each packet sent, if expires packets will be dropped (errors out),  causing communications problems and congestion due to re-transmissions. 

Fragmentation allows packets to be routed independently, which can improve performance. 

Higher throughput rates can sometimes mean expensive longer delay times.

The parameters that govern the host-processing cost include the cost for processing both the

outgoing TCP segments and incoming TCP acknowledgments, the TCP window size, the maximum transferable unit (MTU) size of the network, and the network reliability factor.

This optimum size is a function of the various host processing costs and the network reliability factor.

Optimal TCP segment size that is greater than the MTU size less the header sizes.

The TCP architecture suggests that an acknowledgment be sent for every two TCP segments received;

Source route, provides routing that dictates the path for which packets travel from one host to another.

Routing refers to the process of choosing a path over which to send packets, and router refers to any computer machine (Unix, Linux, NT, ASICS), such a choice. 

****  Draw a sharp  ***

Direct routing (one machine directly to another) and indirect routing, (when the destination is not on a directly attached network, forcing the sender to pass the datagram to a gateway for delivery.

To transfer a IP datagram, the sender encapsulates the datagram in a physical frame, maps the destination IP address into a physical address.

IP routing table, stores information about possible destinations and how to reach them. 

If no route appears in the table, the routing routines send the datagram to a default gateway.

IP address computed by the IP routing algorithm is known as the NEXT HOP. 

Hosts not designated to be gateways should not route datagrams that they receive; they should discard them. 

Gateways operates autonomously. They can reports errors using (ICMP Internet Control Message Protocol). ICMP is considered a higher level protocol.

ICMP only reports error conditions to the original source. Each ICMP message travels across each physical network in the data portion of the frame. 

These messages may become lost/discarded causing additions network congestion.

ICMP message are not generated for error that result from datagrams carrying ICMP error messages.

ICMP types:

First: 

8 Echo Request 


Returned:  
0 Echo reply

IP code value used by a gateway for routing or delivery problems (source route failure):


0 – Network Unreachable


1 – Host Unreadable


2 – Protocol Unreachable

Higher-level protocols use destination points called PORTS.

Gateways cannot reserve memory or communications resources in advance of receiving datagrams. As a result gateways can be overrun (congestion).Especially in WAN connections. A machine can use ICMP source quench messages to relieve congestion.

A quench to a host lowers the rate at which it sends datagrams. You can use a ICMP re-direct to request a host change it’s routes. ICMP redirect messages do not provide routing among gateways. Errors in routing can product routing cycles.

Problems with machines communicating over a data network:

. Hardware failure

. Network congestion

. Packet delay or loss

. Data corruption

. Data duplication or sequence errors

International Organization for Standardization (ISO) or reference model of Open Systems Interconnection.

Session layer:   Packet Assembler and dis-assembler (PAD).
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Multiplexing, De-multiplexing – extra bits that encode the message type, originating program, and protocols used. All messages are placed into network frames for transfer and combined into a stream packet. This occurs through the port mechanism.

Abstract destination points called “protocol ports”. If a process is busy when data arrives it is buffered so that it won’t be lost.

UDP uses underlying IP protocol to transport a message from one machine to another. It does not use acknowledgements to make sure messages arrive.

UDP pre-pends a header (pseudo header) to the data to the data that a user sends and passes it to IP.

UDP port numbers;  Universal assignment or well known ports. Uses dynamic bindings and are not globally known.

Reliable stream transport TCP/IP:


. Stream orientation


. Virtual Circuit connection


. Buffered Transfer


. Unstructured stream

. Full duplex  TCP/IP Stream service allow concurrent transfer in both directions. Half duplex,   

  flow control in one direction at a time.

Positive acknowledgement with retransmission.

Each packet has a timeout value (TTL) and a sequence number that maps how the packets are re-assembled.

Sliding windows (window size), makes TCP stream transmissions efficient. A protocol remembers which packets have been acknowledged and keeps a separate timer for each acknowledgement packet.

TCP/IP is a communication protocol, not a piece of software.

TCP uses port numbers. TCP port number can be shared by multiple connections on the same machine.

A virtual circuit between two applications program called Endpoints, a pair of integers (host, port), where hosts is the IP address for a host and port is TCP port on that host. A passive open connects this virtual circuit.

Stream – a sequence of octets that it divides into segments for transmission. TCP form a sliding window protocol also solves the end-to-end flow control problem, by allowing the receiver to restrict transmission until it has sufficient buffer space to accommodate more data.

TCP connections are full duplex, two transfers proceed simultaneously over each connection, one in each direction.

Window advertisement specifies how many additional bytes of data the recipient is prepared to accept.

TCP software on two machines is called, a segment, Segments are exchanged to establish connections, to transfer data, to send Acknowledgments, to advertise the window size, and to close connections.

Reliable stream service;  

Not all segments sent across a connection will be the same size, MSS maximum segment size, matches IP datagrams to MTU.  536 (default size of an IP datagram, 576, minus the standard size of IP and TCP headers).

Each segment has at least 40 bytes of TCP/IP headers in addition to the data, (minimum inter-packet gaps and network hardware framing bits make the ratio even smaller). All fragments must arrive of the entire datagram must be re-transmitted.

Bits of the CODE field in the TCP header;  urg, ask, psk ,rst, syn, fin. 

TCP header Protocol is type 6.

TCP transfers are referred to as datagrams or segments.

Acknowledgement always specify the sequence number of the next octet that the receiver expects to receive. Retransmits can results in sending the whole sequence of segments instead of the one(s) missing. 

Acknowledgements are cumulative. TCP computes an elapse time know as a  “sample round trip” or “round trip sample”. This elapse time is adaptive to the delays in sending data in an internet environment.

Retransmissions and aggravate congestion, if unchecked the increase traffic will produce delays leading to more retransmissions eventually leading to a “congestion collapse”.

The three way handshake is both necessary and sufficient for correct synchronization between the two ends of the connection. It guarantees that both sides are ready to transfer data and it allows both sides to agree on initial sequence numbers.

TCP close (shut down the conversation), modified three way handshake. A Close is a done on one side of the conversation, using the FIN bit.   Fin (seq #)  >,  Receive Fin (sends FIN, ACK) back < , Receive Fin, Ack >, sends back a Receive Ack.

TCP RST, abnormal disconnection. Instantaneously shuts down transfers in both directions, resources and buffers are released.
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Well known port assignments (less than 256), DNS uses UDP/TCP port 53.

Hosts do not have complete knowledge of all possible destination addresses , or even all possible destination networks. Hosts can route datagrams successfully even if they have partial routing information because they can rely on gateways.

Routing table in a given gateway contain partial information about possible destinations. Routing that uses partial information allows site autonomy in making local routing changes but introduces the possibility of inconsistencies that make destinations un-reachable for some sources.

Loosely speaking gateways are portioned into two groups, a small set of core-gateways controlled by the Internet Network Operations Center (INOC) and the larger set of noncore gateways controlled by individual groups. Because each core gateway knew routes to all possible destination, it did not need a defaults route.

Peer backbone networks or simply peers.

Vector distance refers to a class of algorithms gateways use to propagate routing information. We assume that each gateway begins with a set of routes for those networks to which it attaches. It keeps a list of routes in a table, where each entry identifies a destination network and gives the distance to that network measured in HOPS. Periodically, each gateway sends a copy of its routing table to any other gateway it can reach directly.

The main disadvantage of vector-distance algorithms is that they do not scale well and the slow response due to large message exchange/updates from other routers.

The primary alternative to vector-distance schemes is a class of algorithms know as “link-state”, “shortest path first” (SPF), requires gateways to have a complete topology information.

Gateway to Gateway Protocol (GGP), when a gateway is added to the core system, it was assigned one or more neighbors with which to communicate. GGP measures the distance in gateway hops, where a gateway is defined to be zero hops directly connected networks, on hope from networks that are reachable through another gateway, and so on.

Two gateways that exchange routing information are said to be exterior neighbors if they belong to two different autonomous systems, and interior neighbors if they belong to the same autonomous system.

Two gateways in an autonomous systems are said to be interior to one another, or interior gateway protocol.

A single gateway may use two different routing protocols simultaneously, one for communications outside it autonomous systems and another communication within it’s autonomous system.

RIP Routing information protocol, relies on physical broadcasts to make routing exchanges quickly. Never intended to be used on large, long haul networks. Uses vector-distance routing for local networks. It partitions participants into “active” and “passive (silent) machines. Active gateways advertise their routes to others; passive machines listen and update their routes based on advertisements, but do not advertise. RIP uses a hop count metric to measure distance to a destination.

Thus, the number of hops or the hop count refers to the number of gateways that a datagram encounters along the path.

RIP creates a “slow convergence” or “count to infinity” problem in which inconsistencies arise, because of routing updates messages propagate slow across the network.

To solve slow convergence a technique is used called “split horizon update”, and a  poison reverse.

RIP 0.0.0.0 denotes a default route. RIP relies on UDP broadcasts on port 520 (request port can change) but the destination port is always 520.

Proxy arp, network address to be shared between two physical nets.

SUBNETTING:


Instead of dividing the 32 bit IP address into a network prefix and a host suffix, subnetting divides the address into a “network portion” and a “local portion”. The internet portion identifies a site, possibly with multiple physical networks, and the local portion identifies a “host at that site”.


Internet


Local


Part



Part


Internet

Physical


Part


Network
Host

Must use a 32 Subnet mask.

Bits in a subnet mask are set to “1” if the network treats the corresponding bit in the IP Address as part of the network address, and “0” if it treats the bit as part of the host identifier.


11111111
11111111
11111111
00000000


       ^

      ^

       ^

      ^



Network



     Host

Subnet routing bases its decision on a table of routes.  (subnet mask, network address, next hop address).

-1 = all bits set.

Broadcast to subnets:  [network,-1,-1],   [network, subnet,-1]

Internet Group Management Protocol (IGMP) used to communicate group membership information.

Broadcast address, 48 bit identifiers, with the all ones address used to denote a broadcast. Hardware on each machine recognizes the machine’s hardware address as well as the broadcast address, and accepts incoming packets that have either address as their destination. 

Every broadcast consumes resource on all machines.  

Hosts join specific IP multicast groups on specific networks.

RARP reverse arp, diskless workstation gets an IP from a server to bootp.

Socket – Network I/O abstraction layer.

TCP is the virtual circuit protocol of the Internet protocol family. It provides reliable, flow-controlled, in order, two-way transmission of data. It is a byte-stream protocol layered above the Internet Protocol (IP), the Internet protocol family's inter-network datagram delivery protocol. 

Programs can access TCP using the socket interface as a SOCK_STREAM socket type, or using the Transport Level Interface (TLI) where it supports the connection-oriented (T_COTS_ORD) service type. 

TCP uses IP's host-level addressing and adds its own per-host collection of "port addresses." The endpoints of a TCP connection are identified by the combination of an IP address and a TCP port number. Although other protocols, such as the User Datagram Protocol (UDP), may use the same host and port address format, the port space of these protocols is distinct. 

Sockets utilizing TCP are either "active" or "passive". Active sockets initiate connections to passive sockets. Both types of sockets must have their local IP address and TCP port number bound with the system call after the socket is created. By default, TCP sockets are active. A passive socket is created by calling the system call after binding the socket with bind(). This establishes a queueing parameter for the passive socket. After this, connections to the passive socket can be received with the system call. Active sockets use the call after binding to initiate connections. 

Incoming connection requests that include an IP source route option are noted, and the reverse source route is used in responding. 

A checksum over all data helps TCP implement reliability. Using a window-based flow control mechanism that makes use of positive acknowledgements, sequence numbers, and a retransmission strategy, TCP can usually recover when datagrams are damaged, delayed, duplicated or delivered out of order by the underlying communication medium.

